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Abstract

In many countries, partisans have become increasingly biased in how they evalu-

ate others based on political affiliation. We suggest that this increase in affective

polarization may in part be caused by changes in the global power distribution

which caused many countries to experience a long period without external (mili-

tary) threats. To study the importance of external threats, we conduct a priming

experiment to examine how making Russia’s full-scale invasion of Ukraine in 2022

salient causally influences affective polarization and collaboration in the U.S. We

find that priming Americans with Russia’s military aggression leads to a modest

reduction in affective polarization and an increase in cooperativeness as measured

by behavior in an incentivized coordination game. Surprisingly, the effect of mak-

ing Russia’s invasion salient does not depend on perceived cross-party disagreement

about the conflict. These results suggest that researchers should also consider in-

ternational relations to understand within-country polarization and willingness to

collaborate.

Keywords: Affective polarization, social identity, common enemy effect, exter-

nal threat, 2022 Russian invasion of Ukraine

∗Corresponding author. Current address: Technical University of Berlin, Faculty of Economics and
Management; kaiser@finance.tu-berlin.de.
†Contact: Aarhus University, Department of Economics and Business Economics; mseier@econ.au.dk.
Supplementary material for this article is available in the appendix in the online edition. The study
is pre-registered on OSF (https://osf.io/u82kq). Replication files are available in the JOP Dataverse
(https://dataverse.harvard.edu/dataverse/jop). The empirical analysis has been successfully replicated
by the JOP replication analyst. The project was approved by the Institutional Review Board at Aarhus
University (20.04.2022, BSS-2022-036). We gratefully acknowledge the financial support of William
Demant Fonden and Knud Højgaards Fond.
Short title: Do External Threats Reduce Affective Polarization?

1

Accepted Manuscript - Author Identified (.doc or .tex)

https://osf.io/u82kq
https://dataverse.harvard.edu/dataverse/jop


Many Western countries have seen an increase in affective polarization (Gidron, Adams,

and Horne 2020; Iyengar et al. 2019), which is the tendency for partisans to view oppos-

ing partisans negatively and copartisans positively (Iyengar, Sood, and Yphtach, 2012, p.

406; Iyengar and Westwood, 2015, p. 691). This development is alarming, as it leads to

a decrease in social cohesion and cross-party collaboration (Hetherington 2015; Layman,

Carsey, and Horowitz 2006; MacKuen et al. 2010). Prior research has mainly focused on

causes of increased polarization within countries, including social sorting (Mason 2015),

partisan media (Lau et al. 2017), campaign messages (Hansen and Kosiara-Pedersen

2017), and moralization of politics (Garrett and Bankert 2020). Far less attention has

been paid to external factors such as global changes in international relations. This is

surprising as the increase in affective polarization – especially in the U.S. – coincided

with the fall of the Soviet Union which fundamentally changed the global power distri-

bution and the nature of conflicts. A common dictum is that external threats to a group

strengthen group cohesion and collaboration (De Jaegher 2021; Sumner 1906) – at least

when there is cross-party agreement regarding the threat (John and Dvir-Gvirsman 2015;

Orian Harel, Maoz, and Halperin 2020).1

The aim of this paper is to study the influence of external threats on affective polar-

ization and collaboration by using the context of Russia’s full-scale invasion of Ukraine in

2022. Specifically, we address the following research questions: How did Russia’s invasion

of Ukraine influence affective polarization and willingness to collaborate in the U.S.? And

how did these effects depend on perceived political agreement about how to handle the

conflict?

To answer these questions, we conduct an online experiment with 1,403 U.S. citizens in

May 2022 and make either the threat of Russia’s invasion or political disagreement about

how to handle the threat salient. Specifically, we prime the participants by exposing

them to one of three news articles. In the Invasion treatment, participants read about

Russia’s invasion of Ukraine and how this poses a threat to the interests of the U.S.

1We use the term ‘threat’ in the broad sense that encompasses both existential and symbolic threats

as both types have been found to increase group cohesion (Riek, Mania, and Gaertner 2006).

2



In the Disagreement treatment, participants also read about Russia’s invasion, but the

article focuses on the cross-party disagreement about how to handle the crisis. Finally,

participants in Control read an apolitical and emotionally neutral news article. After

the news prime, we measure affective polarization by using feeling thermometers, and we

measure participants’ willingness to compromise in an incentivized coordination game.

Testing pre-registered hypotheses, we find that priming participants with Russia’s

invasion of Ukraine leads to a modest reduction in affective polarization as measured by

feeling thermometers. The difference between own- and opposite-party feeling thermome-

ter rating (henceforth ‘FT difference’) is 2.9 degrees lower in the Invasion treatment than

in Control (from a baseline of an FT difference of 51.4 in Control). Looking at political

disagreement, we expected that it would mitigate or even reverse the effect of the ex-

ternal threat. Yet, we find that no statistically significant differences between affective

polarization in Invasion and Disagreement.

We then move beyond attitudinal measures and examine how making the external

threat salient influences participants’ behavior in a coordination game with real monetary

stakes. We first demonstrate that greater affective polarization as measured by feeling

thermometers predicts a greater tendency to discriminate based on the party affiliation

of the opposing player. Then, we show that priming participants with Russia’s invasion

increases their willingness to compromise. Specifically, the Invasion treatment increases

participants’ probability of cooperating by approximately 6.5 percentage points regardless

of the partisan affiliation of the other player (from a baseline probability of 40.3 percent

in Control). Again, we find no significant differences between Invasion and Disagreement.

We make two substantial contributions to the literature on political psychology. We

are (to the best of our knowledge) the first to study how the salience of an exter-

nal threat causally influences affective polarization and how this depends on perceived

(dis)agreement about how to handle the threat. In doing so, we build on previous research

that relates external threats to political identities and political polarization. Related to

our study, Gehring (2021) uses observational data to show that the Russian invasion of

Ukraine in 2014 made citizens in Eastern Europe identify more strongly with the EU
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and support common EU policies to a greater extent. Bafumi and Parent (2012) examine

how political polarization between Republican and Democratic House Members (so-called

“elite polarization”) was greater when the U.S. had relatively greater military capabilities

than the Soviet Union during the Cold War.

Our second contribution is that we provide evidence of how affective polarization

matters for incentivized behavior in a coordination game that measures people’s ability to

cooperate with supporters of both parties. Previous studies have shown that individuals

are more selfish and less trusting towards supporters of the opposite party (Fowler and

Kam 2007; Iyengar and Westwood 2015; Whitt et al. 2021). The novel feature of our

study is that we use a coordination game in which two players must agree on an action

in order to earn money. Our game measures willingness to compromise for achieving the

most efficient outcome (the common good), and it therefore captures essential aspects of

the political process.

Finally, our finding that the salience of external threats matter for affective polar-

ization and collaboration has implications for politicians in times of crises. Affective

polarization greatly influences how well governments function and respond to critical

challenges like the COVID-19 outbreak (Flores et al. 2022; Hetherington 2015). That

external threats reduce affective polarization can therefore be vital for the immediate

policy response – even if the effect is only transient (Chong and Druckman 2007; Myrick

2021). A key finding in this paper is that this effect is not significantly different when

people perceive greater political disagreement regarding the crisis. This suggests that

as long as people agree that there is an external threat, it can be possible to have open

discussions about how to best handle the threat without harming the unifying effect of

the threat.

Context

For most of the 20th century, the U.S. faced critical external threats, and many argue

that such threats have helped unite the American people and increase social cohesion

(e.g., Desch 1996). The most prominent threats were World Wars I and II and the Cold

War. The latter was marked by a bipolar global power distribution (Waltz 1979) which
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lasted for more than 40 years. In this period, the threat of the communist Soviet Union

provided a common enemy that could unite Republicans and Democrats (Bafumi and

Parent 2012; Huntington 1997). The Cold War defined the key priorities of U.S. politics

– both foreign and domestic – and the focus on the Soviet Union often distracted from

internal issues in the U.S. (Bafumi and Parent 2012; Myrick 2021).

Following the collapse of the Soviet Union, which brought an end to the Cold War,

the U.S. lost its counterweight, and the global power balance shifted towards unipolarity.

There was no longer an empire fighting for principles that opposed the cornerstones

to the American society, including liberty, democracy, and individualism (Desch 1996;

Huntington 1997). And some even argued that humanity had progressed to the endpoint

of its ideological evolution: Western liberal democracy (Fukuyama 1992). Since then,

a major task for the U.S. has been to adjust to its role as the world’s sole military

superpower, and the U.S. has had to redefine its interests in international relations. And

while the 9/11 attacks made salient the threat of terrorism, the increased bipartisan

support of President George W. Bush was short-lived and faltered with the 2003 invasion

of Iraq (Khazatsky 2021). Thus, the U.S. has been without a critical military threat

for many years, and it is likely that this has increased the scope for internal divisions

(Bafumi and Parent 2012).

We argue that to understand the rise of affective polarization in the U.S., one must

consider the development in external threats to the U.S. As we cannot manipulate the

presence of an external threat, we use a priming approach to obtain the causal impact

of making an external threat salient on affective polarization in the U.S. To this end, we

exploit Russia’s full-scale invasion of Ukraine on February 24, 2022.2 Though the U.S.

did not involve its military in the conflict, it took a definite stand in support of Ukraine

and imposed economic sanctions on Russia. In addition, it increased the number of

troops stationed in NATO countries near Ukraine. The American public found Russia’s

invasion alarming: In a survey of U.S. adults conducted March 21 – March 27, 2022,

2In Appendix A.1, we describe the historical background for the Russian invasion, and we describe

its development up until the time of our experiment.
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by Pew Research Center, 70 percent responded that they now consider Russia an enemy

of the U.S., whereas in January 2022, Americans were equally likely to describe Russia

as a competitor or as an enemy. In another survey by Pew Research Center (2022a),

conducted April 25 – May 1, 50 percent responded that they were “extremely” or “very”

concerned that the support for Ukraine might lead to a U.S. war with Russia. Democrats

and Republicans both approved of placing strict economic sanctions on Russia (80 and

73 percent, respectively). Yet, there was also some cross-party disagreement regarding

the conflict: 55 percent of Republicans “somewhat” or “strongly” disapproved of the

Biden administration’s response to Russia’s invasion of Ukraine, whereas 63 percent of

Democrats “somewhat” or “strongly” approved of the Biden administration’s response.

In the next section, we explain theoretical frameworks from the social identity ap-

proach that are useful for understanding how an external threat such as the one posed

by Russia’s military aggression may influence polarization in the U.S.

Theory

Affective polarization is rooted in people’s social identities (Iyengar et al. 2019), and

we therefore draw on theories from the social identity approach to inform our study

(Tajfel et al. 1971; Tajfel and Turner 1979). With social identity, we refer to “that part

of an individual’s self-concept which derives from his knowledge of his membership in

a social group (or groups) together with the value or emotional significance attached

to that membership” (Tajfel 1978, p. 63). In our context, examples of social groups

include ‘Democrats’, ‘Republicans’, and ‘Americans’. When individuals identify with

social groups, they distinguish between those who belong to the same group as themselves

(ingroup) and those who do not (outgroup, cf. self-categorization theory, Turner et al.,

1987). Such group identification enables individuals to enhance their self-esteem and sense

of meaning (Crocker and Luhtanen 1990), obtain a feeling of distinctiveness compared to

outgroups (Turner et al. 1987), and reduce uncertainty about the social world (Abrams

and Hogg 1988). Yet, it also leads to social comparisons between the groups. Because

the group identification is emotionally significant, individuals are motivated to think

highly of their own group (“ingroup love”) and focus on the negative characteristics of
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the other group (“outgroup hate”, Weisel and Böhm, 2015). In our political context, such

motivated reasoning gives rise to affective polarization, whereby voters are more likely

to distrust and dislike those affiliated with the other party (Druckman and Levendusky

2019; Iyengar, Sood, and Yphtach 2012). These sentiments are further strengthened

by people’s tendency to like those who share their attitudes (cf. the similarity-liking

effect, Byrne 1961). When individuals distrust and dislike each other, collaboration for

the greater good becomes more difficult to achieve (Hetherington 2015), suggesting that

greater affective polarization should, ceteris paribus, predict less efficient outcomes when

individuals interact with members of opposing parties. Yet, the presence of an external

threat may reduce affective polarization in the two ways we describe in the following.

The Feeling of a Common Ingroup. First, an external threat may influence what

individuals perceive to be their ingroup and outgroup. Individuals most often belong

to more than one social group, and how they perceive themselves is influenced by the

context they are in. As noted by Turner et al. (1994), the context dependence of identity

does not imply that the “true” identity is being distorted; rather, it is a feature of a

person’s identity that it is adaptive, as it makes identities more accurate and useful. The

adaptivity of a person’s identity may be particularly important in the current setting:

Whereas voters may differ in their partisan identities (Democrats vs. Republicans), they

share the common identity of being Americans (cf. the common ingroup identity model,

Gaertner et al. 1989; Gaertner and Dovidio 2000). When individuals think of themselves

not as partisans but rather as belonging to a nation, members of the opposing party

are seen as fellow Americans and become part of the ingroup rather than the outgroup.

Importantly, the motivated reasoning that leads people to think highly of their ingroup

now also encompasses the political opposition, whereby attitudes towards the political

opposition should improve. Consequently, as shown by Levendusky (2018), increasing the

salience of national identity reduces affective polarization. In the current context, such an

increase in the salience of national identity may stem from the presence of international

conflicts, such as the war between Russia and Ukraine, because they highlight relations

between countries.
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Intergroup Conflict Theory. Second, an external threat may also function as a ral-

lying cry for individuals to overcome their differences and unite against the threat, a

phenomenon known as the common enemy effect (Sumner 1906; Tajfel and Turner 1979;

De Jaegher 2021). Previous research has demonstrated that perceived threats may re-

duce gaps between groups (Dovidio et al. 2004), and this occurs through both attitudes

(Bonanno and Jost 2006) and emotions (Porat et al. 2019). The responses to such threats

depend on a wide range of factors, including the nature of the intergroup relation, sit-

uational factors, and the cultural dimensions on which the groups differ (see Stephan,

Ybarra, and Morrison, 2009, for a review). Most important for the present study, a group

is more prone to perceive a threat from another group if the groups have a history of

conflict (Stephan et al. 2002). In the current context, this may enhance the perception

of threat that Americans feel when hearing about Russian military aggression. And with

the perceived threat from Russia, Republicans and Democrats may feel a need to over-

come their differences and instead focus on the conflict between Americans and Russians

(cf. intergroup threat theory, Stephan, Ybarra, and Morrison 2009).

Importantly, the effect of international conflict may be reversed if individuals perceive

an intense cross-party polarization related to the conflict. First, cross-party polarization

may increase the salience of people’s partisan identity, which in turn may increase affective

polarization (West and Iyengar 2020). Second, cross-party polarization could lead indi-

viduals to perceive their political opposition to be a hindrance for dealing with the treat,

thereby reinforcing the polarization (John and Dvir-Gvirsman 2015; Orian Harel, Maoz,

and Halperin 2020). As formulated by Brewer (1999, p. 436): “When negative evalua-

tions of the outgroup such as contempt or fear are also already present, common threat

in particular may promote scapegoating and blame rather than mutual cooperation”. An

interesting question is therefore whether the effect of Russia’s military aggression changes

when the perceived cross-party disagreement is high. We examine this in our experiment,

which we describe in the following section.
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Experimental Design

Our experiment consists of five parts (see Figure 1), and these are completed in

a single session using the online research platform Prolific. First, participants answer

questions about their demographics which we use as controls in the analysis. Second,

participants are randomly assigned to one of three treatments that vary in the content of

a news prime. Participants either read about the threat of Russia’s invasion, the political

disagreement regarding Biden’s response to the invasion, or an apolitical topic. Third,

participants rate the Democratic and Republican parties on feeling thermometers and

answer questions that reveal possible stereotypes regarding members of the two parties.

Fourth, participants play an asymmetric Battle of the Sexes game; a coordination game

in which one player can increase the total payoff by foregoing some personal earnings.

Finally, participants answer questions about their political attitudes. The full set of

instructions are available online and can be accessed here: https://doi.org/10.17605/O

SF.IO/6W829

Figure 1: Timeline of the experiment

Demographic Survey

Participants first answer demographic questions about their age, gender, ethnicity,

education, and employment. This information provides us with details about the back-

ground of our sample. Moreover, we use demographics as control variables in testing our

hypotheses because individuals’ demographics to some extent predict affective polariza-

tion (Iyengar et al. 2019), thereby increasing the efficiency of our coefficient estimates

and our statistical power.
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Treatments: News Primes

In the second part of the experiment, participants read a brief news article, and they

are asked to answer in 1-2 sentences a question about the content of the news article (the

full articles are included in the online instructions).3 We vary the topic and framing of

the news article in a between-subjects design; in the discussion, we provide suggestive

evidence that the effect of the news articles stems from subtle cues (priming) rather

than from providing new information that changes participants’ attitudes. We stratify

participants based on their stated party affiliation on Prolific such that there is an equal

number of Republicans and Democrats in each treatment.

In the Invasion treatment, participants first read an introduction to Russia’s invasion

of Ukraine. This describes how the fate of Ukraine “has huge implications for the rest

of Europe, the health of the global economy and America’s place in the world”. The

introduction also describes “Putin’s attempt to redraw the map of Europe” and how “the

United States and its allies in Europe have imposed the toughest financial sanctions ever

on Russia”. After this introduction, the article takes a threat perspective and describes

that “economic pressure can lead states at war to adopt riskier strategies, and this often

leads to an escalation of the conflict”. Supporting the threat narrative, the article is

accompanied by a picture of Russian tanks.

In the Disagreement treatment, participants read the same introduction to the Rus-

sian invasion as in Invasion. But the article continues to describe the disagreement

between Republicans and Democrats about how well President Biden is handling the

crisis. Specifically, it mentions how “some Republicans in Congress have blamed Biden

for failing to deter Russian President Vladimir Putin from sending forces into Ukraine”,

quoting Representative Brian Mast saying that “there’s no doubt that weakness leads to

war.” Participants then read how “some Democrats [...] have argued that the Republican

critique is misguided”. To emphasize the role of politics, the article is accompanied by a

picture of President Joe Biden.

3The news articles draw heavily on the formulations by Kingsley (2022), Morgan (2022), and Morales

(2022).
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In Control, participants read an apolitical and emotionally neutral news article about

how raindrops move on car windshields, illustrated with a picture. By making the content

emotionally neutral, we avoid potential confounds with, e.g., individuals in a good mood

perceiving the world in a more inclusive and integrative way (e.g., Bless and Fiedler

2006).

Upon reading the news article and writing 1-2 sentences about its content, participants

in Invasion and Disagreement answer three questions about Russia’s invasion of Ukraine:

How much they have followed the development of Russia’s invasion of Ukraine, how big

a threat they consider Russia’s invasion of Ukraine to be for the U.S. and its interest,

and to what extent they consider Democrats and Republicans to disagree/agree on how

to handle Russia’s invasion of Ukraine. These question serve as a manipulation check, as

the Invasion treatment should increase perceived threat, and the Disagreement treatment

should increase perceived disagreement compared to Control. In Appendix A.3.3, we show

that this is indeed the case.

Affective Polarization

In the third part of the experiment, participants answer standard questions used to

elicit affective polarization. Participants start by rating the Democratic and Republi-

can parties on feeling thermometers (American National Election Studies 1968), and we

randomize the order of the parties to preclude order effects. A feeling thermometer is a

scale from 0 to 100 where ratings between 0 and 49 degrees mean that one feels cold and

unfavorable towards the party (with 0 being the coldest), and ratings between 51 and

100 degrees mean that one feels warm and favorable (with 100 being the warmest). A

rating of 50 means that one neither feels warmly nor coldly towards the party.

We additionally elicit the participants’ stereotypes by asking them to rate the Demo-

cratic and Republican parties on five traits: Patriotism, selfishness, intelligence, open-

mindedness, and honesty (Druckman and Levendusky 2019; Garrett et al. 2014; Iyengar,

Sood, and Yphtach 2012). To avoid order effects, we randomize both the order of the

party and the order of the traits.

11



Asymmetric Battle of the Sexes Game

To obtain an incentivized, behavioral measure of participants’ ability and willingness

to collaborate across party lines, the fourth part of the experiment consists of an asym-

metric Battle of the Sexes game (Attanasi et al. 2016). Similar to the traditional Battle

of the Sexes game, the asymmetric version is a one-shot coordination game in which two

players (Player 1 and 2) must choose the same action of two (A and B) to earn money.

For the asymmetric game, however, the total payoffs are different depending on what ac-

tion the two players coordinate on (summarized in Table 1). Specifically, if both players

choose A, Player 1 earns 35 cents, and Player 2 earns 5 cents. If both players choose B,

Player 1 earns 15 cents, and Player 2 earns 35 cents. If the players choose differently,

both Player 1 and Player 2 earn zero cents.

Table 1: Payoff matrix for the asymmetric Battle of the Sexes game

1\2 A B
A 35,5 0,0
B 0,0 15,35

There are two pure-strategy Nash equilibria to the asymmetric Battle of the Sexes

game: Both play A and both play B.4 Yet, in this game, both players choosing B yields

a greater total payoff. Importantly, this outcome does not Pareto dominate the other

equilibrium; rather, Player 1 must forego some earnings to achieve the “greater good”,

and she must agree to earn less than Player 2 to do so. Thus, analyzing participants’

decisions in the role of Player 1 informs about their willingness and ability to coordinate

and compromise for the “greater good”.

Using the strategy elicitation method, participants make four potentially payoff-

relevant decisions in this game. They decide both as Player 1 and as Player 2, and

they play the game together with a Republican and a Democrat in random order. Par-

ticipants are informed that we randomly match them with a supporter of the Republican

or Democratic party after the survey is completed, and that one of their four decisions

4There is also a Nash equilibrium in mixed strategies, where Player 1 plays A with 87.5 percent

probability and Player 2 plays B with 70 percent probability.
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will be payoff relevant (randomly drawn and paid as a bonus via Prolific).5

Participants answer three control questions before making their decisions. Partici-

pants are allowed to continue only when they answer all three control questions correctly.

If participants answer incorrectly, they are informed about this and are asked to try again.

An advantage of examining behavior in a coordination game is that the game creates

a sense of dependency between the two players, as participants realize that they cannot

unilaterally increase the social surplus.6 In line with the idea that players are interdepen-

dent in the asymmetric Battle of the Sexes game, Attanasi et al. (2016) find that stronger

social ties between the two players make it more likely that Player 1 will choose B.

We view the incentivized coordination game as complementary to the survey measures

of affective polarization, as there are conceptual differences between the two approaches.

Importantly, the feeling thermometers and elicitation of stereotypes concern general at-

titudes towards the Republican and Democratic parties. Previous research suggests that

attitudes towards political parties are more comparable to attitudes towards party elites

than towards ordinary voters (Druckman and Levendusky 2019). In contrast, the coor-

dination game has the participants cooperate with individuals who support one of the

two parties. A relation between, e.g., affective polarization in the feeling thermometers

and decisions in the asymmetric Battle of the Sexes game would thus indicate that there

is a relation between general attitudes towards political parties and small-scale interac-

tions between individuals. As such, the incentivized coordination game also speaks to the

broader debate about the relation between general attitudes and behavior (e.g., Fishbein

and Ajzen 2010).

5A potential concern with using a within-subject design is that asking participants to play the game

with persons from both parties could induce experimenter demand effects if participants, e.g., feel that

they ought (not) to change their decisions. We nevertheless opted for a within-subject design to achieve

sufficient power for our budget. Due to the random order of decisions, we are able to test for order

effects (between-subjects). As described in Appendix A.3.5, we find no order effects, suggesting that the

within-subject nature of our design does not introduce a bias into our analysis.
6This is in contrast to other games such as the public goods game, in which a single player can

increase the social surplus regardless of what the other players do.
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Political Attitudes

In the final part of the survey, the participants answer general questions about their

political preferences. Specifically, they indicate on a 5-point Likert scale how interested

they are in politics, and they answer what party they support and how strongly they do

so. For people indicating that they are Independent, we ask whether they consider them-

selves as closer to the Democratic Party or the Republican Party.7 In our main analysis,

we use self-reported political affiliation (and strength of this affiliation) as well as interest

in politics as control variables because we expect these to predict some variation in affec-

tive polarization, thereby increasing the efficiency and statistical power of our analysis.

Specifically, previous studies show that affective polarization is larger among Democrats

than Republicans (Renström, Bäck, and Carroll 2021; West and Iyengar 2020), and

strength of party support should correlate positively with affective polarization because

the partisan identity is more emotionally significant for individuals who more strongly

identify with either of the parties (Tajfel et al. 1971; Tajfel and Turner 1979).

After answering questions about their political attitudes, participants in Control an-

swer the three questions about Russia’s invasion of Ukraine, which we use for our ma-

nipulation check in the analysis. We placed these questions at the very end of the survey

for the participants in Control to avoid any priming effects of having the participants

consider the invasion.

7Note that we ask about political preferences after eliciting affective polarization because making

participants think about their political identity could influence our measurement of affective polarization

and thereby distort our treatment effects. One concern is that the treatments could influence participants’

responses to the questions about political attitudes (cf. post-treatment bias, Montgomery, Nyhan, and

Torres 2018). Yet, this is unlikely to be a concern in our case, as we find no differences across treatments

in party affiliation, strength of party support, or interest in politics (all p′s > 0.2, Kruskal-Wallis test).

Moreover, our results are qualitatively robust to using the participants’ party affiliation as recorded on

Prolific rather than their stated affiliation at the end of our experiment. In our main analysis, we follow

our pre-registration and use party affiliation as reported in the experiment because this is the most recent

information provided by the participants.
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Procedure

We recruited 1425 participants on Prolific between May 7 and 24, 2022, and the ex-

periment was implemented in Qualtrics. As online experiments attract most respondents

around the time when they are published, we started collecting data on a Saturday to

ensure that we did not bias our sample against employed individuals. Online samples

tend to be politically left-leaning and women are often over-represented (Paolacci, Chan-

dler, and Ipeirotis 2010; Paolacci and Chandler 2014); therefore, we stratified the sample

on Prolific to recruit an equal number of Democrats and Republicans as well as an equal

number of men and women.8

We limited the sample to Americans who had completed 10 previous studies on Prolific

with an approval rating of at least 98 percent. We applied several pre-registered screeners

to ensure high-quality data, and we provide details for this in Appendix A.2.1. In total, we

screened out 13 responses (0.9 percent). Furthermore, as our study concerns polarization

between Democrats and Republicans, we excluded nine participants who identified as

“true Independents”, leading to a main sample of 1403.9 With this sample size, we

expected based on power simulations to have a power of 0.8 to detect a treatment effect

on feeling thermometer differences of approximately 5.4, equivalent to a standardized

8As we are interested in affective polarization, our main sample comprises only people who affiliate

themselves with the Republican or the Democratic Party. To maximize the relevant sample given our

budget, we therefore used the pre-recorded questions on Prolific in recruiting the most relevant par-

ticipants. One might be concerned that we by doing so bias our sample towards the most politically

interested sample. But the vast majority of participants on Prolific provide information about their

political affiliation because doing so maximizes their chances of getting invited for studies. As of May 3,

2022, there were 37,916 active American participants on Prolific, of which 27,293 (72 percent) had re-

ported their political affiliation. Of these, 17,821 (65 percent) declared support for either the Democratic

or the Republican Party (Prolific 2022).
9Our results are robust to including all participants in the analysis. Furthermore, our results are

robust to using RelevantID as a screener (Imperium 2022). RelevantID is an online fraud and duplicates

detection service offered by Imperium, and it is embedded in Qualtrics. Note that we only use this for

robustness as Zhang et al. (2022) demonstrate that combining individual screeners provides a similar

fraud detection performance while making it more transparent why responses are flagged.
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effect size of Hedge’s gp = 0.15 (see Appendix A.3.1 for details).

In our final sample, the mean age was 40 years, 49.9 percent were men, 82.3 percent

were white or Caucasian, 62.2 percent were employed (part or full time), 10.2 percent

were self-employed, 39.8 percent had obtained a Bachelor’s degree, and 13.6 percent had

obtained a Master’s degree. The full set of sample characteristics is provided in Appendix

A.3.2.

For completing the study, respondents earned on average USD 1.2 (min: 1.07, max:

1.41), and the median completion time was approximately 8 minutes (which is an upper

bound as it relies on Qualtrics timing data that also counts time spent off task with the

survey running in the background).

Hypotheses

As described above, we rely on the social identity approach to form our (pre-registered)

hypotheses. First, consider the Invasion treatment, which makes it salient that there is

a threat and that the conflict is international. We posit that this makes participants

think of their American identity as well as think of Russia as their common enemy, both

factors contributing to a reduction in affective polarization. Thereby, we reach our first

hypothesis:

Hypothesis 1 Affective polarization is lower in Invasion than in Control.

Second, consider the Disagreement treatment. We expect that an emphasis on cross-

party disagreement about how well President Biden is handling the crisis will counteract

the two effects mentioned above. Specifically, the treatment increases the salience of

political rather than national identities, and if individuals perceive an intense cross-

party polarization related to the conflict, it is likely that they do not view their political

opposition as a potential ally in dealing with the threat. We thereby reach our second

hypothesis:10

Hypothesis 2 Affective polarization is greater in Disagreement than in Invasion.
10We pre-registered to compare (i) Invasion with Control, (ii) Disagreement with Control, and (iii)

Invasion with Disagreement if (i) and (ii) did not both show significant differences. In Appendix A.3.4,

we report the results from (ii), which show that we fail to detect any difference between Disagreement
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How Do Threats Influence Affective Polarization?

In this section, we present the results on how the treatments influence affective polar-

ization as measured by the feeling thermometers. In Appendix A.3.3, we show that the

experimental manipulations work as intended: participants in Invasion perceive Russia

to be a greater threat to the U.S. and its interests compared with participants in Con-

trol. Furthermore, participants in Disagreement perceive the same level of threat but

more political disagreement about how to handle Russia’s invasion of Ukraine relative to

participants in Invasion.

As pre-registered, our primary outcome measure is the difference in feeling thermome-

ter ratings between own party and opposing party (henceforth FT difference). We planned

to use stereotypes as secondary measures to provide more details on affective polarization.

But in contrast to previous research (e.g., Garrett et al. 2014), we do not find affective

polarization in stereotypes and refer instead the results of our pre-registered analyses to

Appendix A.3.8.

Descriptive Statistics

In line with previous research, we find affective polarization in the feeling thermome-

ter questions. Across all participants, the average FT difference is 49.6 degrees. Par-

ticipants on average rate their own party at 70.4 degrees and the opposite party at 20.8

degrees.11 Figure 2 shows the distribution of answers to the feeling thermometer questions

for Democrats and Republicans separately. As seen in the figure, we find a larger FT

difference among Democrats than Republicans (in line with West and Iyengar, 2020, and

Renström, Bäck, and Carroll, 2021): Both Democrats and Republicans rate their own

party at around 70 degrees, but Democrats rate the Republican Party at 15.9 degrees

while Republicans rate the Democratic Party at 25.8 degrees on average.

and Control for the full sample. This led us to test (iii), and we report (i) and (iii) in the main text for

expositional purposes.
11Compared to the existing literature, we find a similar own-party feeling thermometer rating and

around 5 degrees lower opposite-party rating (e.g., Iyengar, Sood, and Yphtach 2012; Levendusky 2018).
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Figure 2: Affective polarization in Feeling Thermometer ratings
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Note: This figure shows violin plots for how participants rate each party
on the feeling thermometer. The plots show (epanechnikov) kernel density
estimates, which depict the probability density of the data at different values.
Within these estimates are standard box plots, which show the quartiles of
the distributions (with the red dot as the median). The x-axis labels refer
to partisan affiliation of the participants. For example, the left-most plot is
the distribution of Republican participants rating their own party.

Invasion Prime Reduces Affective Polarization

We now report the results related to our first hypothesis which states that affec-

tive polarization should be lower in Invasion than in Control. When conducting tests

on FT difference, we follow the pre-analysis plan exactly and estimate OLS regressions

“with (i) no controls, (ii) demographic controls (age, gender, ethnicity, education, and

employment), and (iii) controls also for attitudes (party affiliation and interest in poli-

tics).” Our preferred specification is (iii) as we expect this to be the most efficient (as

explained above). We also use non-parametric tests of treatment differences for robust-

ness. Throughout and in line with our pre-registration, we rely on one-sided tests for the

main tests as we have directional hypotheses, and we use two-sided tests otherwise.

In our preferred specification that includes all control variables, we find that affective

polarization is lower in Invasion than Control as measured by FT difference, and this

difference is statistically significant (t = −1.86, p = .034, one-sided test, cf. Table 2).12

12The treatment effect remains marginally significant when controlling for both the family-wise error
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The size of the coefficient suggests that participants in Invasion on average rate a

2.86 degrees smaller FT difference relative to participants in Control (Hedge’s gp = .088).

Arguably, this is a modest effect compared to the average FT difference of 51.4 in Control.

It is somewhat smaller than the 5.6 degrees reduction that Levendusky (2018) finds from

priming Americans with their national identity, but it is similar to the effect of 2.5 degrees

that Boxell et al. (2020) find from priming individuals with the COVID-19 pandemic. It

is, however, worth noting that we find this effect during the first months of the war when

people were already influenced by the conflict (also in Control). This might also explain

why our manipulation check only changes threat perceptions by .19 on a 5-point Likert

scale (Hedge’s gp = .180).

In sum, our analysis of H1 leads us to conclude the following:

Result 1 Priming participants with Russia’s invasion of Ukraine leads to a modest re-

duction in affective polarization as measured by differences in feeling thermometer ratings.

The Effect of Invasion Primes Is Unaffected by Disagreement

Next, we report the results related to our second hypothesis, which states that affective

polarization should be greater in Disagreement than in Invasion.

We find no difference in affective polarization between Invasion and Disagreement as

measured by the FT difference (OLS: p = .779, cf. Table 2; MWU: p = .843), and this

result holds regardless of the level of controls. We return to these results in the discussion;

for now, we simply conclude the following:

Result 2 When participants are primed with the threat of Russia’s military aggression,

also priming participants with political disagreement about the conflict does not influence

affective polarization.

rate and the false discovery rate (both p′s < .094), cf. Appendix A.3.7). Yet, the nonparametric Mann-

Whitney U-test just fails to reach marginal significance due to the increased noise from not including

control variables (p = .104, one-sided test).
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Table 2: Treatment effects on affective polarization

Invasion vs. Control Invasion vs. Disagreement

Invasion -2.504* -2.476* -2.859** 0.456 0.839 -0.444
(1.860) (1.855) (1.563) (1.850) (1.852) (1.581)

Constant 51.434*** 46.806*** 21.598*** 48.474*** 35.787*** 14.960***
(1.300) (3.828) (3.825) (1.285) (3.748) (3.727)

N 926 926 926 933 933 933
Adj. R2 0.00 0.02 0.31 -0.00 0.03 0.29
Demographics No Yes Yes No Yes Yes
Attitudes No No Yes No No Yes

Notes: OLS regressions with FT difference as the dependent variable. Demographics include age,
gender, dummies for ethnicity, and dummies for level of schooling. Attitudes include political
interest (5-point Likert scale), partisan affiliation (dummy with value 1 if participant identifies as
a Democrat), and strength of partisan affiliation (dummy with value 1 if participant is a strong
supporter). Robust standard errors in parentheses.
* p < 0.10, ** p < 0.05, *** p < 0.01 (one-sided tests when in accordance with pre-registered
hypotheses, two-sided otherwise)

How Do Threats Influence Cooperation?

In this section, we examine participants’ behavior in the asymmetric Battle of the

Sexes game to uncover how the salience of external threats influences people’s willingness

to cooperate. We are particularly interested in the two decisions participants make in

the role of Player 1 when facing either a Player 2 affiliated with their own or the oppo-

site party. We first provide evidence that affective polarization as measured by the FT

difference predicts participants’ behavior in the asymmetric Battle of the Sexes game.

Then, we examine how the Invasion and Disagreement treatments influence cooperative

behavior.

We use McNemar’s test to investigate within-subject changes in the proportions of

participants who choose selfish/cooperative strategies. To investigate between-subjects

treatment effects on behavior in the game, we use logit and multinomial logit as well

as Fisher’s exact tests for robustness. We do not observe any order effects on Player 1

behavior (see Appendix A.3.5), and we therefore pool the data.

Affective Polarization and Cooperation

Our main interest in the asymmetric Battle of the Sexes game is participants’ behavior

in the role of Player 1. Participants display affective polarization in the sense that they

choose differently depending on the partisan affiliation of the other participant: Pooling
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all treatments, participants are more likely to choose the cooperative action B if Player

2 is an own-party member (47.1 percent) rather than an opposite-party member (39.3

percent). This difference is statistically significant (p < .001, McNemar’s test), and it is

consistent with previous studies that show how partisans tend to behave more prosocially

towards people from their own party in the Dictator Game and the Trust Game (Fowler

and Kam 2007; Iyengar and Westwood 2015; Whitt et al. 2021).13 The effects of ingroup-

outgroup discrimination in our setting are large: If participants were as cooperative in the

opposite-party condition as in the own-party condition, the total surplus would increase

by 16.4 percent.14

As specified in our pre-analysis plan, we proceed to generate four “Player 1 types” that

characterize how participants choose when facing an own- and opposite party members,

respectively. We find that 49.2 (35.5) percent choose A (B) irrespective of the partisan

identity of Player 2 (henceforth types AA and BB). Further, 11.6 percent of participants

display affective polarization by playing the cooperative action B when Player 2 is from

their own party, but the selfish action A when Player 2 is from the opposite party (BA).

Only 3.7 percent display the opposite pattern of playing A when Player 2 is from their

own party and B otherwise (AB).15

We expected that greater affective polarization would imply a greater tendency for

participants to be of type BA rather than of type BB ; accordingly, we find that affective

polarization as measured by feeling thermometers predicts the participants’ incentivized

13In the decisions in the role of Player 2, there is not much indication of behavioral difference in

own/opposite-party condition. Only around 8 percent of participants change their decision from own-

to opposite-party condition in the role of Player 2 and a change in either direction is equally likely

(McNemar’s χ2 = .08, p = .850).
14To obtain this result, we use the frequencies from Player 2 behavior when facing a Player 1 affiliated

with the opposite party. We then compute the expected total surplus given the average Player 1 behavior

in the own-party and other-party conditions.
15Player 1 cooperation with own-party members is similar in our experiment to the level that Attanasi

et al. (2016) find in their University treatment (47.1 vs. 49 percent) in which participants also share a

generalized sense of belonging to an extended ingroup (students at the same university). Compared to

Attanasi et al. (2016), we generally find a higher willingness to choose B in the role of Player 2.

21



behavior (see Figure 3). Specifically, a greater FT difference predicts a greater probability

of being type BA and thus displaying affective polarization in the game (multinomial

logistic regression, p < .001). The marginal effect implies that a 10 degrees greater

FT difference predicts a 2 percentage points greater probability of being of type BA

in the asymmetric Battle of the Sexes game. This is a considerable effect considering

that the baseline frequency of type BA is only 11.6 percent. In addition, a greater FT

difference correlates significantly with a lower probability of being of type BB and a

greater probability of being of type AA. As this relation holds across all treatments, we

view this behavioral validation of feeling thermometers as an important, general result,

and we summarize it as follows:

Result 3 Affective polarization as measured by feeling thermometers is behaviorally rel-

evant: A greater difference in thermometer ratings predicts a greater tendency to dis-

criminate based on party affiliation in an incentivized asymmetric Battle of the Sexes

game.

Figure 3: Share of types BA split by FT difference
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The Invasion Prime Increases General Willingness to Compromise

We now compare behavior in Invasion and Control. Cf. our pre-registration, we

expected that a reduction in affective polarization would manifest in participants’ will-

ingness to compromise in the decision of Player 1. Accordingly, we find that participants

in Invasion are more likely to choose the cooperative option B in the role of Player 1

compared to participants in Control (see Figure 4). Logistic regressions show that par-

ticipants in Invasion are more likely to choose B both when facing a Player 2 who is

affiliated with their own party (6.4 percentage points, p = .029, one-sided test) and the

opposite party (6.7 percentage points, p = .021, one-sided test) compared to participants

in Control.16

In addition, we expected that a reduction in affective polarization would cause partici-

pants to be less likely to discriminate based on the party affiliation of Player 2 (i.e., choose

B in the own-party condition and A in the opposite-party condition). To test this, we

perform a multinomial logistic regression with “Player 1 type” as the dependent variable

(see Table 1). Contrary to our expectations, we find no difference between Invasion and

Control in the likelihood of being of type BA (p = .612). Rather, participants in Invasion

are 7.7 percentage points less likely to be of type AA (p = .026) and 6.1 percentage points

more likely to be of type BB (p = .063) relative to participants in Control. This supports

the notion that salient threats increase general willingness to compromise. We return to

this result in the discussion and here conclude as follows:

Result 4 The invasion prime makes participants more willing to compromise and choose

B in the asymmetric Battle of the Sexes game irrespective of the partisan identity of the

other player.

16Fisher’s exact tests yield the same conclusion: Participants in Invasion are more likely to choose

B when Player 2 is affiliated with their own party (49.6 vs. 44.3 percent, p = .060, Fisher’s exact one-

sided test) and with the opposite party (42.1 vs. 36.2 percent, p = .037, Fisher’s exact one-sided test)

compared to participants in Control.

23



The Effect of Invasion Primes Is Unaffected by Priming Disagreement

We now compare Player 1 behavior in Disagreement and Invasion. Using logistic

regressions, we find no statistically significant differences in the probability that partici-

pants play the cooperative option B – regardless of whether Player 2 is affiliated with the

same party (p = .544, cf. Table A.3) or the opposite party (p = .393, cf. Table A.3). We

also find no statistically significant effects on Player 1 types in multinomial regressions.

Thus, we find that even though the Disagreement treatment successfully increases per-

ceived political disagreement, this does not influence the effect of priming subjects with

the Russian invasion (reflecting the results from before).

Result 5 When participants are primed with the threat of Russia’s military aggression,

also priming participants with political disagreement about the conflict does not influence

cooperative behavior.

Figure 4: Decision of Player 1 across treatments
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Discussion

In the preceding analyses, we showed that priming Americans with Russia’s military

aggression reduced affective polarization and increased cooperativeness. Against our
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expectations, however, the effect of making the external threat salient was not affected

by making internal disagreements about the threat salient as well. In the following

section, we further discuss the effect of political disagreement and the effect of threats

on cooperation, and we broaden the discussion to what can be learned from the priming

method that we apply in this study.

We discuss further results in Appendix A.4. In particular, we show that there are

treatment differences between Republicans and Democrats: Republicans rather than

Democrats respond to the treatments with a reduction in affective polarization and an in-

crease in willingness to cooperate in the coordination game. Further, we provide evidence

that neither strength of partisan support, extent of political interest, nor the participants’

gender nor age moderate our treatment effects.

The Effect of Political Disagreement

As explained above, we find that when participants are primed with the threat of

Russia’s invasion of Ukraine, there is no additional effect of priming participants with

political disagreement about how to handle the conflict. These results seem to be at

odds with previous research that shows how making politics salient tends to increase

affective polarization (e.g., Skytte 2021; West and Iyengar 2020). In addition, they go

against what one would expect from the importance of party cues for voter attitudes and

behavior (Bullock 2019): When voters are reminded that their own party has criticized

the opposing party, the cue received from one’s party is to feel animosity towards the

opposing party.

One explanation for the absence of treatment differences between Invasion and Dis-

agreement could be that the effect of Russia’s military aggression dominates the effect of

disagreement about how well President Biden is handling the crisis. As such, our study

provides evidence that points in a different direction than the recent studies that explain

how conflicts can make disagreements become even more pronounced and increase na-

tional divisions (John and Dvir-Gvirsman 2015; Orian Harel, Maoz, and Halperin 2020).

One possible reason for the mixed findings could be the type of threat that is being

studied. From the perspective of the U.S., Russia’s invasion of Ukraine primarily posed a
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threat to American interests in Europe and to the geopolitical stability, with a widespread

fear of the war escalating beyond the borders of Ukraine. In contrast, John and Dvir-

Gvirsman (2015) study Israeli responses to the 2014 Gaza War which led to thousands

of casualties and thus posed a much more existential threat. We view it as an interesting

point for future research to explore what conditions determine if conflicts work to unite

or divide a nation.

The Effect of Threats on Cooperation

We have shown that the Invasion treatment makes participants more willing to com-

promise, and this result was not significantly different in Disagreement. In contrast to

our expectations, willingness to compromise increased regardless of the partisan identity

of Player 2. Thus, one cannot interpret the increase in cooperation as a result of reducing

affective polarization. One can, however, understand this effect through the lens of the

Perceived Target of Threat principle (Weisel and Zultan 2021). According to this princi-

ple, individuals tend to help the group if they perceive the group to be under threat, but

they help themselves if they perceive themselves to be under threat. At the time of the

present study, Americans arguably perceived the target of threat to be “the U.S.” rather

than themselves as “individuals”. Hence, the Invasion treatment might make partici-

pants more cooperative in general, increasing their willingness to cooperate as Player 1

even when they are facing a Player 2 affiliated with their own party (whom group biases

support also in Control).

Validity of Priming in Experiments

As the priming method has become increasingly popular (Cohn and Maréchal 2016),

researchers have become more aware of potential caveats with the method. One critique

of priming is that effects tend to be short-lived. Indeed, the fact that we find an effect of

priming participants with Russia’s invasion of Ukraine during the armed conflict suggests

that the effect of the conflict is only present for individuals for whom the conflict is highly

salient. It has long been known that while incumbent leaders become more popular

following conflicts, this effect decays over time (Mueller 1973). Although we find causal
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evidence of the effect of priming individuals with the conflict, our study provides no

information about the long-run effects of the conflict or how this effect may change as

the nature of the conflict changes.17

A related concern is whether our primes work as subtle situational cues as intended

or whether the primes include new information that may change participants’ attitudes

(Cohn and Maréchal 2016). We address this in Appendix A.4.3.5 by investigating whether

the observed treatment effects are moderated by the extent to which participants have

been following the development of Russia’s invasion of Ukraine. If the effect of the news

articles was to provide new information, those who do not follow the invasion should

respond more strongly as they know less about the conflict. Yet, we find no statistically

significant differences in treatment effects based on how much participants follow the war;

if anything, participants who have been following Russia’s invasion of Ukraine actually

reduce FT difference more in both the Invasion and Disagreement treatments. This

suggests that the treatment effects in our study indeed follow from priming and not from

new information.

Conclusion

In this study, we have shown that making Russia’s full-scale invasion of Ukraine in

2022 salient led to a modest reduction in affective polarization in the U.S. and that this

effect did not depend on cross-party political disagreement. In addition, we have demon-

strated that making Russia’s military aggression salient increases general cooperativeness

among Americans in an incentivized coordination game. Thus, we have shown that the

presence of an external threat can reduce polarization and increase cooperation within a

country. This suggests that global changes in international relations matter for within-

country developments in polarization. As such, our study extends the literature that

discusses why polarization has been on the rise in many countries (Iyengar et al. 2019)

17As for short-run effects, we can exploit that some participants took longer than others to complete

the experiment. As we describe in Appendix A.4.2, we find that the treatment effects do not depend on

the time between the news prime and answering the feeling thermometer questions (also when controlling

for participants’ speed).
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and how polarization may be detrimental to collaboration (Hetherington 2015).

Yet, some factors challenge the external validity of our results. First, our sample

differs from the American voting population on a number of observable characteristics.

Specifically, our sample is younger, more educated, more likely to be unemployed, and

Whites/Caucasians are over-represented. Yet, we control for all these background charac-

teristics throughout the analyses, and we find no evidence that any of the demographics

moderate our treatment effects (Appendix A.4.3). This corroborates the results from

Snowberg and Yariv (2021) who find in a comparison between a representative sam-

ple and an MTurk sample that comparative statics are the same across samples even if

averages change according to demographics (see also (Mullinix et al. 2015)).

A second limitation of our study is that we measure the causal effect of only one

incident of military aggression, and we only measure this causal effect at one point in

time. Our study provides no evidence for the generalizability of our effects across conflicts

or time periods, and it does not speak to the long-run effects of the conflict.

An interesting avenue for future research is to elaborate on our surprising finding that

priming participants with cross-party disagreement about how well President Biden is

handling Russia’s invasion does not change the effect of the invasion prime. To us, this

suggests that as long as people agree that there is an external threat, it can be possible to

have open discussions about how to best handle the threat without harming the unifying

effect of the threat. Future studies should explore how general this result is and shed light

on what characteristics of a group determine if crises lead to less or more polarization.
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Weisel, Ori, and Robert Böhm. 2015. ““Ingroup Love” and “Outgroup Hate” in Inter-

group Conflict between Natural Groups.” Journal of Experimental Social Psychology

60:110–120.

Weisel, Ori, and Ro’i Zultan. 2021. “Perceived Level of Threat and Cooperation.” Fron-

tiers in Psychology 12.

West, Emily A., and Shanto Iyengar. 2020. “Partisanship as a Social Identity: Implications

for Polarization.” Political Behavior 44:807–838.

Whitt, Sam, Alixandra B. Yanus, Brian McDonald, John Graeber, Mark Setzler, Gordon

Ballingrud, and Martin Kifer. 2021. “Tribalism in America: Behavioral Experiments

on Affective Polarization in the Trump Era.” Journal of Experimental Political Sci-

ence 8 (3): 247–259.

Zhang, Ziyi, Shuofei Zhu, Jaron Mink, Aiping Xiong, Linhai Song, and Gang Wang. 2022.

“Beyond Bot Detection: Combating Fraudulent Online Survey Takers.” Proceedings

of the ACM Web Conference 2022, 1–11.

Biographical Statement

Jonas Pilgaard Kaiser is a postdoc at the Technical University of Berlin, 10623 Berlin,

Germany. Markus Seier is an affiliated researcher at Aarhus University, 8200 Aarhus,

Denmark.

35



Online Appendix

Did Russia’s Invasion of Ukraine Reduce Affective Polarization in

the U.S.? Experimental Evidence

Jonas Pilgaard Kaiser

Aarhus University

Markus Seier

Aarhus University

February 17, 2025

A.1 Background: Russia’s Invasion of Ukraine

In the following section, we give a brief account of important developments for Ukraine’s

recent history, and we describe how Americans viewed the Russian invasion at the time

of our experiment. Our aim is not to provide full details of Ukraine’s complex history

but rather to provide background information necessary for understanding the scope of

the current conflict.

After Ukraine left the Soviet Union in 1991, Ukraine’s main political goals have been

to ensure independence and sovereignty while simultaneously balancing cooperation with

the European Union and Russia (Shyrokykh 2018). This balance has been increasingly

difficult to maintain as the European Union and the North Atlantic Treaty Organiza-

tion (NATO) have expanded eastward. Specifically, the European Union enrolled 12 new

states between 2004 and 2007 and initiated negotiations about an Association Agree-

ment with Ukraine in 2008 (Gehring 2021). Further, NATO announced at the Bucharest

summit in 2008 plans of some day enrolling Ukraine and Georgia in the organization (Be-

bler 2015). This eastward expansion has been viewed critically by Russia and President

Vladimir Putin, who on several occasions has expressed his views of Ukraine being a part

of Russia (Mackintosh 2022).

The tensions between Russia and Ukraine increased drastically after the 2014 Ukrainian

Revolution. The revolution followed the Russian-friendly President Viktor Yanukovych’s

1
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refusal to sign an Association Agreement with the European Union, and it ended with

Yanukovych being forced to flee the country (Gehring 2021). Afterwards, a separatist

rebellion broke out in the east of Ukraine, and this gained support from Russia. In March

2014, Russia deployed military to Crimea and took over government buildings. Russian-

backed authorities held a referendum shortly after this invasion, and Crimean voters

overwhelmingly chose to join Russia. While Ukraine and Western countries called this

referendum illegitimate, President Vladimir Putin finalized the absorption of the penin-

sula into Russia. The conflict then shifted to the Donetsk and Luhansk regions in eastern

Ukraine. The pro-Russian separatists held a self-rule referendum claiming independence

of the regions, but the Ukrainian government responded with a so-called “anti-terrorist

operation” against the separatists. Throughout this operation, President Vladimir Putin

denied Russian military involvement (Roman, Wanta, and Buniak 2017). The Ukrainian

government and the separatists agreed on cease fire with the Minsk peace agreement

in 2015, but there has not been stable peace in the regions since. By 2021, more than

13,000 people had been killed in this conflict and Western countries have responded with

sanctions on Russia (HistoryExtra 2022).

Figure A.1: Timeline of the Russian/Ukrainian conflict

A dramatic escalation of the conflict occurred on February 24, 2022, when Russia

launched a full-scale invasion of the Ukrainian mainland. The immediate response from

the U.S. and European countries was to impose economic sanctions targeting Russian

banks and Russia’s oil and gas industry. The U.S. did not employ any military in Ukraine,

but they increased the number of troops in NATO countries near Ukraine. As of May 17

(around the time of our experiment), more than 3,380 civilians were confirmed to have
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been killed (UN 2022), and 12 million refugees were believed to have fled Ukraine (BBC

2022).

A.2 Experimental Design

A.2.1 Screeners

In the following, we describe the pre-registered screeners that we applied to ensure

high-quality data in our sample. As mentioned in the main text, we limited the sample

to Americans who had completed 10 previous studies on Prolific with an approval rating

of at least 98 percent (Matherly 2019). The following screeners led to the exclusion of in

total 13 of 1425 responses (0.9 percent).

First, we used two ‘honeypots’ (coded in JavaScript) to detect bots. Honeypots are

traps set up to engage and detect bad actors in a computer system. We followed Moss

and Litman (2018a) and used survey items that were hidden from humans but would be

read by a bot. Thus, only bots would be able to answer these questions. If any response

was provided to one of these questions, the respondent was confirmed to be a bot, and

we dropped it from the experiment.1 We detected no bots in our sample.

Second, we followed Kennedy et al. (2020) and included a consistency check in the

demographic questions. The first item asked participants about their age, and the last

item asked about their year of birth (see also Zhang et al. 2022). This resulted in the

exclusion of 9 participants who answered these questions inconsistently.

Third, we followed Chmielewski and Kucker (2020) and used the text prime as an

additional screener for farmers (see also Dennis, Goodson, and Pearson 2020; Zhang et

al. 2022). Farmers are respondents who manage to access the study despite not being in

the U.S. (e.g., via server farms) and not being proficient in English (Moss and Litman

2018b). We did not identify any responses that misused the English language, used

1We prefer this honeypot to (re)CAPTCHAs because some bots are able to pass CAPTCHAs (Al-

Fannah 2017; Sivakorn, Polakis, and Keromytis 2016), and the honeypot is unobtrusive, saving time and

making it easier for people with vision impairment to complete the study (Bursztein et al. 2010). We

applied the honeypots to both the consent form and the demographic survey as bots and humans may

work in hybrid, using bots to complete only some parts of a survey.
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nonsense phrases, or answered in single words unrelated to the question (e.g., “nice” and

“good”). Neither did we find any responses that copied entire paragraphs from the news

prime.

Finally, two respondents somehow managed to answer the survey twice. We exclude

these four responses from our sample.

Note that we do not test for Virtual Private Servers (VPS) or Virtual Private Networks

(VPN) although recommended by Kennedy et al. (2020) as Prolific regularly test for

this to ban respondents (Prolific 2021). Also, our study did not use attention checks

such as Instructional Manipulation Checks (Oppenheimer, Meyvis, and Davidenko 2009).

These have been found to have limited diagnostic value as many participants in online

samples are familiar with this type of question (Hauser and Schwarz 2016; Thomas and

Clifford 2017), and they may change people’s behavior (Hauser and Schwarz 2015; Hauser,

Ellsworth, and Gonzalez 2018).

A.3 Analysis

A.3.1 Power Analysis

The following section presents the a priori power analysis that informed our study

and which we used in the pre-registration. With the available funding, we planned to

recruit a sample of 1425 participants, which we planned to randomize equally to each

of the three treatments. Our primary comparison is the difference in ratings on the

feeling thermometer between participants’ own party and the opposing party. Based on

Boxell et al. (2020), we expected that the participants rate their own party at a mean

of 62 with a standard deviation of 24, and we expected that the participants rate the

opposing party with a mean of 40 and a standard deviation of 26. Regarding the within-

subject correlation between the two parties, one could a priori imagine two effects that

work in opposite directions: On the one hand, when individuals strongly identify with

one party, this may create a larger discrepancy between the two ratings, resulting in

a negative within-subject correlation. On the other hand, if participants differ in their

interpretation of the scale and the notions of “warm” and “cold”, this will create a positive
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within-subject correlation. As we do not know which of these effect will be stronger, we

assumed for the power analysis that there would be no correlation between ratings.

Based on the above assumptions, we ran power simulations in Stata (version 17) that

showed us to expect a power of 0.8 to detect a treatment effect on FT difference of approx-

imately 5.4, equivalent to a standardized effect size of Hedge’s gp = 0.15. For comparison,

Boxell et al. (2020) find that the party difference is 22 points. Also, Levendusky (2018)

uses a national news prime to find an effect of 5.6 on an out-party feeling thermometer.

As explained in the paper, our final sample size was slightly below our target sample

size (1,403 vs. 1,425). But such a small difference does not change the conclusions from

our power simulations.2

A.3.2 Sample Characteristics Table

The full set of sample characteristics are provided in Table A.1.

A.3.3 Manipulation Check

Before turning to our main hypotheses, we first show that the experimental manip-

ulations work as intended. That is, we first test whether participants in the Invasion

treatment perceive Russia to be a greater threat to the U.S. and its interests relative

to participants in Control. Second, we test whether participants in the Disagreement

treatment perceive the same level of threat but more political disagreement about how to

handle Russia’s invasion of Ukraine relative to participants in Invasion. Figure A.2 shows

the average threat perception and disagreement perception in the three treatments.

Invasion. Participants in the Invasion treatment perceive Russia’s invasion of Ukraine

as a greater threat to the U.S. and its interests relative to participants in Control (3.52

vs. 3.33, p = .006, t-test). Instead of relying on the numerical rating, we can also see

that participants in Invasion are more likely to rate the threat of Russia’s invasion of

Ukraine as “somewhat severe” or “severe” relative to participants in Control (53.1 vs.

44.3 percent, p = .009, Fisher’s exact test). We find no difference in the perception of

2We refrain from changing any other inputs for the power analysis to avoid the problems of ex-post

power calculations, (Hoenig and Heisey 2001).

5



Table A.1: Sample Characteristics

Variable Mean Std. Dev. Min. Max.
Age 40.00 14.38 18 80
Male 0.50 . 0 1

Ethnicity
White 0.82 . 0 1

Asian American 0.07 . 0 1
Hispanic 0.05 . 0 1

Black 0.04 . 0 1
Other Ethnicity 0.01 . 0 1

Employment Status
Employed 0.72 . 0 1

Self Employed 0.10 . 0 1
Student 0.08 . 0 1
Retired 0.07 . 0 1

Other Employment 0.03 . 0 1
Education Level

Less Than High School 0.01 . 0 1
High School 0.12 . 0 1

Some College 0.20 . 0 1
Associate Degree 0.10 . 0 1
Bachelors Degree 0.40 . 0 1
Masters Degree 0.14 . 0 1

Doctorate Degree 0.04 . 0 1
Political Attitudes

Democrat 0.51 . 0 1
Strong Supporter 0.48 . 0 1
Political Interest 3.34 0.98 1 5

Experimental Characteristics
Duration in Seconds 569.15 353.65 134 4,050

Fraud Score 0.86 5.08 0 75
Prolific Score 99.83 0.39 98 100

disagreement between Invasion and Control (2.91 vs. 2.89, p = .703, t-test).

Disagreement. Participants in Disagreement perceive the same level of threat as in

Invasion (3.42 vs. 3.52, p = .117, t-test). Yet, participants in Disagreement perceive

more political disagreement about how to handle Russia’s invasion of Ukraine relative

to participants in Invasion (3.29 vs. 2.91, p < .001, t-test). Similarly, participants

in Disagreement are more likely to answer that Democrats and Republicans “strongly

disagree” or “somewhat disagree” on how to handle Russia’s invasion of Ukraine relative

to participants in Invasion (52.6 vs. 35.5 percent, p < .001, Fisher’s exact test).3

3The Disagreement treatment also successfully increases perceived disagreement compared to par-

ticipants in Control (3.29 vs. 2.89, p < .001, t-test). Similarly, participants in Disagreement are more

likely to answer that Democrats and Republicans “strongly disagree” or “somewhat disagree” on how to
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We conclude that our news primes succeeded in generating (i) a greater average threat

perception in Invasion and (ii) a greater average disagreement perception in Disagree-

ment.

Figure A.2: Manipulation check

1

1.5

2

2.5

3

3.5

4

4.5

5

Threat Perception Disagreement Perception

Invasion

Control

Disagreement

Note: This figure shows for each treatment the average perceived threat
and the average perceived political disagreement between the two parties.
Whiskers denote 95 percent confidence intervals.

A.3.4 Affective Polarization in Disagreement and Control

In this section, we report the results from the pre-registered comparison between

Disagreement and Control. We first report the results from the feeling thermometer and

then turn to behavior in the asymmetric Battle of the Sexes game.

Feeling Thermometers We expected that making political disagreement salient would

increase affective polarization compared to Control. Yet, contrary to our expectations

participants report a 1.8 degrees greater FT difference in Control than in Disagreement.

This indicates that affective polarization is reduced in Disagreement, but the difference

is only marginally statistically significant in the specification with demographic controls

handle Russia’s invasion of Ukraine relative to participants in Control (52.6 vs. 33.4 percent, p < .001,

Fisher’s exact test).
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(p = .093). The nonparametric Mann-Whitney U-test fails to reach statistical significance

(p = .152, which is expected as this test does not incorporate control variables). Thus,

we cannot confirm our pre-registered hypothesis and the effect even seems to move in the

opposite direction.

Asymmetric Battle of the Sexes. In the coordination game, we expected to find

that more people would compromise and choose B in Control than in Disagreement. But

reflecting the results of the feeling thermometer, we find that the effect moves in the

opposite direction as participants in Disagreement are 3 (3.2) percentage points more

likely to choose B when Player 2 is affiliated with their own (the opposite) party. None of

these effects reach statistical significance (p = .384 and p = .332). 4 Looking at “Player

1 types”, the marginal effects suggest that participants in Disagreement are more likely

to be type BB and less likely to be type AA relative to participants in Control. However,

the effects are not statistically significant (all p′s > .217).

A.3.5 Test for Order Effects in Asymmetric Battle of the Sexes

In the asymmetric Battle of the Sexes game, we are interested in participants’ decisions

in the role of Player 1. One concern when asking participants to play the game with a

persons from both parties is that participants might feel that they ought (not) to change

their decisions. As we randomized the order of the party affiliation of the first person the

participants played the game with, we are able to test for order effects.

We test for the existence of order effects in participants’ decisions in the role of Player

1. Participants make their first decision in the role of Player 1 either facing a person

from their own party or from the opposite party. For both the own- and opposite-party

condition, we test whether there are significant differences in Player 1’s decision depending

on which condition the participants is randomized into.

First, we investigate the own-party condition. 694 participants are randomized into

4Fisher’s exact tests yield the same conclusion: The difference is statistically insignificant both when

Player 2 is affiliated with the participants’ own party (47.6 vs. 44.3 percent, p = .328, Fisher’s exact

test) and the opposite party (39.6 vs. 36.2 percent, p = .284, Fisher’s exact test).
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the own-party condition first and 709 participants are randomized into the own-party

condition last. The frequency of choosing B is very similar across these two game orders

(47.4 percent vs. 46.8 percent) and a Fisher’s exact test cannot reject that the decision

in the role of Player 1 when the other person is from the same party is independent of

game order (p = .831, Fisher’ exact test).

Secondly, we investigate the opposite-party condition. Mirroring the above, 709 par-

ticipants are randomized into the opposite-party condition first and 694 are randomized

into the opposite-party condition last. Again, the frequency of choosing B is very similar

across these two game orders (39.9 percent vs. 38.6 percent) and a Fisher’s exact test

cannot reject that the decision in the role of Player 1 when the other person is from the

opposite party is independent of game order (p = .623, Fisher’s exact test).

Thus, we conclude that the within-subject design does not introduce a bias into our

analysis and we pool the data in the analysis.5

A.3.6 Tables for Asymmetric Battle of the Sexes

Table A.2: Player 1 types in the Battle of the Sexes game by party affiliation

Player 1 Type Republicans Democrats Total
(AA) 55.2% 43.3% 49.2%
(AB) 4.6% 2.8% 3.7%
(BA) 9.6% 13.5% 11.6%
(BB) 30.6% 40.4% 35.6%

Notes: First letter refers to participants’ Player 1 decision when
Player 2 is affiliated with own party, second letter refers to their
Player 1 decision when Player 2 is affiliated with the opposite party.

5We actually find some evidence of order effects in the role of Player 2. Specifically, in the role of

Player 2 in the own-party condition, a greater share of subjects choose A when the play the own-party

condition last. However, we participants’ decisions in the role of Player 2 is not the focus of our analysis.
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Table A.3: Treatment effects on Player 1 probability of choosing B

Invasion vs. Control
Own-Party Condition Opposite-Party Condition

Invasion 0.053* 0.062** 0.064** 0.059** 0.065** 0.067**
(0.033) (0.034) (0.034) (0.032) (0.033) (0.033)

N 926 926 926 926 926 926
Demographics No Yes Yes No Yes Yes
Attitudes No No Yes No No Yes

Invasion vs. Disagreement
Own-Party Condition Opposite-Party Condition

Invasion 0.020 0.021 0.021 0.025 0.026 0.028
(0.033) (0.034) (0.034) (0.032) (0.033) (0.033)

N 933 933 933 933 933 933
Demographics No Yes Yes No Yes Yes
Attitudes No No Yes No No Yes

Notes: The table shows marginal effects (average partial effects) from logistic regressions
with Player 1 probability of choosing B as the dependent variable. Demographics include
age, gender, dummies for ethnicity, and dummies for level of schooling. Attitudes include
political interest (5-point Likert scale), partisan affiliation (dummy with value 1 if partici-
pant identifies as a Democrat), and strength of partisan affiliation (dummy with value 1 if
participant is a strong supporter). Robust standard errors calculated using Delta method
in parentheses.
* p < .10, ** p < .05, *** p < .01 (one-sided tests when in accordance with pre-registered
hypotheses, two-sided otherwise)

A.3.7 Multiple Hypothesis Testing

In accordance with our pre-registration, we control for multiple hypothesis testing to

investigate the robustness of our findings (Cramer et al. 2016; List, Shaikh, and Xu 2019).

We report here the results when we control for the family-wise error rate (FWER). Note

that controlling for FWER also implies controlling for the false discovery rate (FDR).

For this exercise, we consider as our ‘family’ the three main hypotheses with the test for

our primary measure (Farcomeni 2008), which is FT difference and we do not control

for multiple hypothesis testing in exploratory analysis (Bender and Lange 2001). In

controlling for the FWER, we adjust the p-values from the regression with all control

variables as this is our preferred specification.

We use the Romano-Wolf resampling procedure to control for FWER (Romano and

Wolf 2005a; Romano and Wolf 2005b, 2016), and we implement this in Stata using the

package developed by Clarke, Romano, and Wolf (2020). The advantage of this approach
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is that it is a resampling procedure and thus takes the dependency between tests into

account. We conduct this adjustment using 1000 resamples, which gives a Romano-Wolf

adjusted p-value of .094 (unadjusted p = .040) in the Invasion vs. Control comparison.

The adjustment does not change the conclusion in the Invasion vs. Disagreement com-

parison (p = .758). Thus, when controlling for FWER and FDR, we conclude that the

treatment effect in the Invasion vs. Control comparison remains marginally significant

while the effect in the Invasion vs. Disagreement comparison remains insignificant.

A.3.8 Stereotypes Analysis

We present in this section the analyses related to the stereotypes that we elicited in

the experiment. We present descriptive statistics that document very little existence of

affective polarization in trait ratings. Further, we present analyses in accordance to our

pre-registration, which shows that the treatments had little impact on trait ratings.

This finding diverges from prior research (e.g., Iyengar, Sood, and Yphtach 2012;

Druckman and Levendusky 2019; Garrett et al. 2014; Levendusky 2018), which shows

affective polarization in trait ratings. We posit two reasons for this discrepancy. First,

studies vary in how they operationalize affective polarization in trait assessments, and

our method is not comparable to all previous studies. For example, Garrett et al. (2014)

examine stereotypes in trait ratings by having participants assign eight traits to out-party

supporters, using a dichotomous scoring system. They find a bias in that participants

are more likely to assign negative than positive traits to out-party supporters. Similar

approaches of only looking at out-party ratings have been used by e.g. Levendusky (2018).

Conversely, our methodology, more similar to Druckman and Levendusky (2019), asks

participants to rate both parties across all traits on a 1-5 scale. The participants evaluate

both parties on the same traits on the same screen, and this makes it very salient to the

participants that deviations between their responses amounts to having stereotypes. This

leaves less scope for implicit biases to have an effect as compared to an approach where

only attitudes towards the out-party are measured.

Second, we speculate that the meanings attached to specific traits may have evolved

over time, possibly explaining why our results are not identical to e.g. Druckman and
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Levendusky (2019), who collected data in 2017. For example, in a time where the credi-

bility of news media is debated, the trait “open-mindedness” could for some participants

be ambiguous if they believe that too much open-mindedness amounts to being naive.

Similarly, attitudes towards a very high degree of “patriotism” may not have a positive

connotation for all participants if it is reminiscent of the isolationist ideas of President

Donald Trump to put “America First”. This line of thought is, however, only speculative,

and it opens for future research about how trait perceptions have shifted over time, and

how this might impact measures of affective polarization.

A.3.8.1 Descriptives: Baseline Affective Polarization

Participants rate both parties on a 5-point Likert scale on the following traits: Patriotism,

selfishness, intelligence, open-mindedness, and honesty. Across all traits, we find that

participants on average rate their own and the opposite party similarly: 3.13 vs. 3.07 for

patriotism, 3.25 vs. 3.26 for selfishness, 3.04 vs. 3.01 for intelligence, 2.59 vs. 2.49 for

open-mindedness, and 2.49 vs. 2.47 for honesty. Further, there is little difference between

Republicans and Democrats. The only significant difference we find is that Republicans

rate the Republican Party as significantly more open-minded than the Democratic Party

(2.63 vs. 2.47, t = −2.4, p = .016).

A.3.8.2 Treatment Effects

In the following, we present regression outputs related to our three pre-registered hy-

potheses with net trait rating of each of the traits as the dependent variable. We report

only the results from the regressions with the maximum number of controls. The treat-

ment effects remain insignificant in specifications with fewer controls and the conclusion

is the same in Mann-Whitney U-tests.

H1: Affective Polarization in Invasion and Control. We first examine whether

the net trait ratings differ between Invasion and Control. We find no statistically sig-

nificant difference for any of the traits, and all coefficients are small. In particular, β =

−.094, p = .513 for patriotism, β = −.020, p = .887 for selfishness, β = −.005, p = .963
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for intelligence, β = .057, p = .696 for open-mindedness, and β = −.020, p = .861 for

honesty.

H2: Affective Polarization in Disagreement and Control. Next, we compare

net trait ratings between Disagreement and Control. We generally find no statistically

significant treatment effects and small coefficients: β = −.170, p = .228 for patriotism,

β = .158, p = .224 for selfishness, β = −.180, p = .104 for intelligence, and β = −.122, p =

.399 for open-mindedness. The only exception is honesty, we we do find a statistically

significant effect of β = −.221 (p = .049). The coefficient estimate is negative and

suggests that participants in the Disagreement treatment rate a .2 smaller difference in

how well their own- and the opposite-party is described by honesty. This should, however,

be interpreted in the context that there is no affective polarization in honesty in the first

place as participants on average rate the other party as more honest than their own party.

H3: Affective Polarization in Invasion and Disagreement. Finally, we compare

net trait ratings between Invasion and Disagreement. We again find no statistically

significant effects and small coefficient estimates: β = −.071, p = .620 for patriotism,

β = .184, p = .181 for selfishness, β = −.178, p = .116 for intelligence, and β = −.206, p =

.160 for open-mindedness. For honesty, however, we do find a marginally significant effect

of β = −.208 (p = .067). Yet, this comes with same caveat as before with there not being

affective polarization on this trait in the first place.

A.4 Discussion

A.4.1 Heterogeneous Treatment Effects by Partisan Affiliation

An exploratory analysis reveals substantial differences in how Democrats and Repub-

licans respond to the invasion prime: As we detail below, both the Invasion and Dis-

agreement treatments reduce affective polarization among Republicans, but Democrats

display the same level of affective polarization across all three treatments. Notably, this
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occurs even though both groups pass the manipulation checks.6 In the following, we test

for treatment effects for the two parties separately, and we then discuss possible reasons

for why only Republicans are responsive to making the Russian invasion salient.

Looking first at feeling thermometers, we find a statistically and practically significant

6.2 degrees reduction in the FT difference in Invasion among Republicans (OLS: p =

.008). In contrast, we find no treatment effect among Democrats (p = .984). For neither

the Republicans nor the Democrats is there any difference between the Invasion and

Disagreement treatments (p = .749 and p = .722). Consequently, Republicans exhibit a

5.0 degrees reduction in FT difference in Disagreement compared to Control (p = .023,

OLS), but there is no effect among Democrats (p = .387).

Likewise for the asymmetric Battle of the Sexes game, only Republicans are influenced

by the Invasion treatment. Compared to Republicans in Control, Republicans in Invasion

are more likely to choose B both when Player 2 is affiliated with the participant’s own

party (logit: 10.6 percentage points, p = .031) and the opposite party (10.4 percentage

points, p = .027). In contrast, Democrats are not influenced by the Invasion treatment

(all p′s > .322). Again, there is no difference between Invasion and Disagreement for

any of the parties. As for Player 1 types, the Invasion treatment makes Republicans 13.5

percentage points less likely to be of the selfish type AA (multinomial logistic regression:

p = .004) and 7.3 percentage points more likely to be of the cooperative type BB (p =

.081). In contrast, there is no effect among Democrats (all p′s > .291). The effects of

Disagreement are again not significantly different from those in Invasion for either party.

In sum, both treatments effectively reduce affective polarization among Republicans,

and they increase Republicans’ willingness to cooperate in the coordination game. None

of the treatments have any effect on Democrats. First, one might speculate that this

result is due to the characteristics of our sample. In our sample, Republican participants

are on average older, less educated, and more likely to be White/Caucasian compared

6Specifically, we find that perceived threat is significantly greater in Invasion than Control for

Democrats (3.73 vs. 3.53, p = .024) and marginally so for Republicans (3.31 vs. 3.14, p = .099). More-

over, perceived disagreement is significantly greater in Disagreement than Invasion for both Democrats

(3.37 vs. 2.90, p < .001) and Republicans (3.21 vs. 2.94, p = .010).
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to Democratic participants. But these sample differences reflect differences between Re-

publicans and Democrats in the general population (Pew Research Center 2018), and we

control for these characteristics throughout the analysis.

Second, one might speculate that our sampling procedure led to differences between

Republicans and Democrats. Specifically, because there are more Democrats than Re-

publicans on Prolific,7 more Democrats were recruited early in the data collection. Thus,

almost all Democratic participants were recruited on the first day of data collection, but

it took longer to recruit the Republican participants (96 vs. 34.6 percent of responses

collected on the first day). If something happened after we started the data collection on

May 7, 2022, this would have disproportionately large effects on the Republican sample.

Ex ante, we accounted for this by making sure that equal shares were randomized into

each treatment on every day, implying that any developments in the conflict would influ-

ence participants across all treatments. Ex post, we find no evidence of any systematic

change in the estimated treatment effect among Republicans over the course of the data

collection.8

Third, it is possible that citizens respond differently to the conflict depending on what

party the President represents. Studies of previous conflicts have found that the rally-

around-the-flag effect (Baker and Oneal 2001; Mueller 1970), in which the President’s

popularity increases as a response to a threat, is more pronounced among the opposition.

This may occur because people affiliated with the President and his party are “at the

flag” already before the threat. For instance, Fox (2009) finds that the popularity of

President Bush increased more for Democrats than Republicans in response to both the

9/11 attacks and the Iraq War. Similarly, Callaghan and Virtanen (1993) show that in

response to the Iranian hostage crisis in 1979, support for President Carter increased more

among Republicans than Democrats. In this way, it is possible that those who are not in

power and thus dislike the (party of the) President the most at the outset respond more

7As of August 16, 2022, 80 percent of the participant pool on Prolific who had stated their support

for one of the two parties supported the Democratic Party.
8Specifically, we looked at the estimated treatment effect on each day of the data collection and fail

to find any pattern in the changes.
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strongly to a threat. This would make Republicans more responsive to our treatments.9

Fourth, it is possible that the threat of Russia has different effects for Republicans

and Democrats if Democrats associate the Republican Party with Russia, e.g. due to

Russia’s interference in the 2016 election in favor of Donald Trump. In this election,

Russia i.a. waged social media campaigns to favor Donald Trump, fabricated articles and

disinformation, and conducted cyberattacks on the Clinton campaign (Mueller 2019). As

demonstrated by Darr et al. (2019), this scandal caused Democrats to evaluate the Trump

administration less favorably, and it is possible that the controversial relation between

the Republican Party and Russia lead Democrats to not think of Republicans as an ally

for the present conflict. Indeed, as formulated by Jahani et al. (2020, p. 4): “People will

only consider the enemy of their enemy to be a friend if they can see one of the enemies

as a potential ally” (cf. social balance theory).

A.4.2 Fade-out of Treatment Primes

In this section, we investigate whether the treatment effects depend on the time be-

tween participants receive the news prime and answer the feeling thermometer questions.

One critique of the priming method is that it only uncovers effects that do not last long.

Since our study runs online, it is possible that some respondents take breaks and therefore

spend more time than required to complete the study.Although these breaks do not occur

at random, we test whether the treatment effects correlate with the time respondents take

from receiving their prime to answering the questions related to affective polarization as

any correlation will indicate a rapid fade-out of the treatment effect. In conducting this

test, we are aware that some participants may be faster than others; so, we use partici-

pants’ response times for the demographic questions as a control for speed. We find no

significant interaction effect between time spent and the treatment indicator (Invasion vs.

Control : β = .023, p = .727; Invasion vs. Disagreement : β = .019, p = .709), suggesting

no immediate fade-out in the treatment effect.

9A similar effect could occur if “being American” is more closely aligned with the Republican Party

than the Democratic Party. In this case, the appeal to one’s national identity that could follow from a

geopolitical threat would be more effective for Republicans than Democrats.
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A.4.3 Moderation Effects

We present in the following tests on whether some of our control variables moderates

the effects of our treatments. We investigate the role of strength of partisan identity,

political interest, age, gender, education level, fade-out of treatment primes, and the

extent to which the participants have been following Russia’s invasion of Ukraine.

A.4.3.1 Strength of Partisan Identity and Political Interest

Drawing on the social identity approach (Tajfel et al. 1971; Tajfel and Turner 1979),

we expect that the partisan identity is more emotionally significant for the individuals

who more strongly identifies with either of the parties relative to people who merely lean

towards a party. We therefore expect that affective polarization is more pronounced for

the former. We test this and possible moderating effects of strength of party support in

the following.

Almost half (48 percent) of our sample identifies as “strong supporters” of either of

the parties. These participants display both more “ingroup love” and “outgroup hate”:

They rate their own party significantly better (78.5 vs. 62.9, p < .001) and the opposite

party significantly worse (13.8 vs. 27.3, p < .001). In investigating whether the strength

of partisan affiliation moderates the treatment effects, one could imagine an effect in

either direction: On the one hand, the lower opposite-party and higher own-party feeling

thermometer rating leaves more room for reducing the FT difference. On the other hand,

if individuals’ partisan identity is sufficiently strong, their attitudes might be rather

immovable. We test this by including an interaction between our treatment indicator and

our strong supporter indicator in an OLS regression.The coefficient estimates suggest that

strong supporters reduce their FT difference by 2.65 degrees more in Invasion (p = .395)

relative to Control.10 These effects are statistically insignificant, but we also note that

10We perform this test of moderation effects for Democrats and Republicans separately as well. The

interactions are statistically insignificant (all p′s > .460), but the signs suggest that following the Invasion

prime, strong supporters of both the Democratic and Republican Party reduces FT difference relative

to partisan “leaners”.
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our sample size is chosen to ensure power for the main comparisons and not moderation

effects of these.

We next examine the moderating effect of being interested in politics. In our sam-

ple, 42.3 percent rate themselves “very” or “extremely” interested in politics. Similar to

“strong supporters”, we find suggestive evidence that the politically interested partici-

pants reduce their FT difference relatively more following the primes (4.7 degrees more

in Invasion vs. Control). These interactions are, however, also statistically insignificant

(all p′s > .137).11

A.4.3.2 Age

In the following, we test whether different age cutoffs has a moderating effect on the

influence of our treatments. Surveys have demonstrated that age matters for people’s

attitudes towards the war (The Economist 2022). This is understandable from the in-

tergroup conflict theory, which suggests that individuals are more likely to perceive a

threat between two groups if these have a history of conflict, and the older generation

has first-hand experience of living during the Cold War.

As expected, we find that threat perception is positively correlated with age (Spear-

man’s ρ = .19, p < .001). To test for the moderating effect of age, we report two sets

of regressions that use indicator variables for either (i) the participant being older than

30 (69.1 percent of the sample) or (ii) the participant being older than 40 (42.0 percent

of the sample). We interact this with our treatment indicators to investigate whether

age moderates the effect of the treatment primes. We find no evidence that participants’

age moderates our treatment effect in either the Invasion vs. Control or Invasion vs.

Disagreement comparison.12

11Looking at Democrats and Republicans separately, we do not find any statistically significant mod-

eration effect.
12We tested this for Democrats and Republicans separately as well. We did not observe any significant

moderating effect of age.
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A.4.3.3 Gender

It has long been well-known that there are large gender differences in attitudes towards

war and that men tend to be more favorable towards war than women (Covell 1996;

Dupuis and Cohn 2011; Lester 1994). As our primary treatment involves priming partici-

pants with an armed conflict, we therefore test for a possible moderating role of gender in

the following. We stratified our sample to include an equal number of men and women.

Men and women rate the average level of threat perception similarly (3.38 vs. 3.46,

p = .169) and they show similar levels of affective polarization in FT difference (49.8

vs. 49.4, p = .811). We test whether gender moderates the effect of the treatments by

including an interaction between our treatment indicator and the male indicator in an

OLS regression. The coefficient estimates suggest that men reduce their FT difference

1.9 degrees less than women in Invasion relative to Control (p = .549). Further, we

find a statistically insignificant difference between men and women in the Invasion vs.

Disagreement comparison.13

A.4.3.4 Education Level

In the following, we test whether participants’ educational attainment moderates the ef-

fects of our treatments. Compared to the American voting population, a large share of

our sample has obtained at least a Bachelor’s degree (54.7 %). We generate an High-

education indicator taking the value one for participants who have obtained at least a

Bachelor’s degree. We test whether education level moderates the effect of the treatments

by including an interaction between our treatment indicator and the Higher-education

indicator in an OLS regression. The coefficient estimates suggest that highly educated

participants reduce their FT difference 3.4 degrees less than lower educated in Invasion

relative to Control (p = .273). In the Invasion vs. Disagreement comparison, the coef-

ficient estimate suggests that highly educated reduce their FT difference 7 degrees less

13We perform this test of gender moderation effects for Democrats and Republicans separately as

well. The interactions are statistically insignificant (p′s > .663).
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than lower educated (p = ..027).14

A.4.3.5 Followers and Non-Followers

We now test whether the extent to which participants have been following the Russian

invasion of Ukraine has moderating effect on the influence of our treatments. In designing

the experiment, our intention was not to provide participants with any new information,

but rather to only provide subtle situation cues by drawing participants’ attention towards

threat or political disagreement. As we provide basic information from mainstream media,

this informational effect is especially plausible for the participants who have not been very

attentive to the development during the first month of the invasion. We therefore test for

informational effects by comparing treatment effects among followers and non-followers.

Fewer than half of the participants (39.8 percent) rate that they have been follow-

ing the invasion “to a large extent” or “to the fullest extent”. We find no statistically

significant difference in the treatment effects between these participants and the partic-

ipants who have paid less attention to the conflict in neither the Invasion vs. Control

or the Invasion vs. Disagreement comparison. 15 However, the signs on the coefficient

estimates suggest that participants who have been following the invasion a lot respond

to the Invasion treatment by decreasing their FT difference more relative to participants

who have paid less attention to the conflict.16

14We perform this test of education-level moderation effects for Democrats and Republicans separately

as well. The interactions in the Invasion vs. Disagreement comparison is statistically significant for

Democrats and suggest that highly-educated Democrats reduce their FT difference around 7 degrees

less.
15A similar result is found when we test this separately for Democrats and Republicans.
16Note that this effect is not causal as individuals decide by themselves how closely they wish to follow

the invasion. For instance, it is likely that people who care more about the development in Ukraine pay

more attention to it. Their responsiveness to the prime may thus be a result of the fact that they care

more about the development rather than the fact that they have been following the war more closely.
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