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Abstract

This paper addresses the key challenge of how to promote intergroup cooperation. Using

a lab-in-the-field experiment in Bougainville, Papua New Guinea, we study individuals’

willingness to cooperate with another person in an incentivized social dilemma game. In a

between-subjects design, we vary (i) whether individuals interact with a member of their

own or another community, and (ii) whether individuals are observed by a key in-group

member or not. We find that when individuals are not observed, they are less likely to

cooperate with members of other communities. Yet, observation by an in-group member

increases the share of people who cooperate with members of other communities from 17

percent to 70 percent, such that there is no in-group bias in cooperation when participants

are observed. We relate the results to a shared understanding among the participants

that intergroup cooperation is socially desirable. Our findings suggest that communities,

organizations, and policymakers may leverage in-group observation to improve intergroup

cooperation.
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1 Introduction

Many of the most critical societal challenges require cooperation across groups. For example,

nations must cooperate to mitigate climate change and make peace, opposing political parties

must cooperate to ensure long-lasting improvements for society, and communities must work

together to control diseases or respond to natural disasters. Yet, such intergroup cooperation

is often hindered by the fact that it requires people to cooperate with someone who is more

distant – geographically, socially, or culturally. An extensive literature on individuals’ social

identities shows that such cooperation is often difficult, as individuals may dislike or distrust

members of other groups (cf. in-group bias, Tajfel et al., 1971; Tajfel and Turner, 1979; Tajfel,

1986; Turner et al., 1987).1 A key task for social scientists is therefore to find possible ways

of promoting intergroup cooperation.

Within groups, cooperation often improves when actions are made observable to others

(Samek and Sheremeta, 2014; Grimalda et al., 2016). One reason for this is that many indi-

viduals want to make a good impression on others (Bénabou and Tirole, 2006; Andreoni and

Bernheim, 2009; Fiske, 2018) or receive social esteem from doing what is socially desirable

(Krupka and Weber, 2013; Kimbrough and Vostroknutov, 2016). In between-groups interac-

tions, however, less is known about the effect of making actions observable to other in-group

members. This is critical, as individuals are often observed by members of their own groups,

e.g., politicians within the same party, members of the same community, colleagues at the

workplace, or fellow students at the university. And it is not clear ex ante whether observation

by in-group members hinders or improves intergroup cooperation, as there may be competing

motivations at play: On the one hand, individuals may try to show to their in-group members

that they are cooperative (‘cooperation motivation’). On the other hand, individuals may

want to show that they prioritize their own group, for example, by free-riding in interactions

with members of other groups (‘favoritism motivation’).

This paper uses an experimental approach to study how observation by in-group members

influences intergroup cooperation. We conduct a lab-in-the-field experiment in Bougainville,

Papua New Guinea, which is a setting with many key features for studying this question: First,

intergroup cooperation is vital for the communities, and cooperation depends on individual

members and not only on decisions made by community leaders. Thus, it is crucial for the

communities that their members behave cooperatively. Second, individuals can be observed

by members of their own community, and they have a shared understanding of what is socially

1We follow Tajfel (1978, p. 63) and define social identity as “that part of an individual’s self-concept which

derives from his knowledge of his membership in a social group (or groups) together with the value or emotional

significance attached to that membership”.
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desirable. Thus, observation is likely to affect individuals in a predictable and similar way.

Third, there is a strong in-group bias, which implies that it is challenging to achieve intergroup

cooperation.

In the experiment, participants make a decision in an incentivized, two-player Prisoner’s

Dilemma game that is modified to include exogenous risk. Participants face a binary choice

of whether to cooperate or not, and the choice constitutes a social dilemma: The expected

total earnings are greater if both participants cooperate, but the expected earnings for each

participant are greater if they do not cooperate. We vary in a 2 × 2 between-subjects design

(i) whether participants interact with a member of their own community (intragroup) or with

someone from another community (intergroup), and (ii) whether participants are observed

by an in-group member or not. Participants in the observed condition are observed by the

leader of their own community. This has the advantage that the community leaders are

likely to be important for all participants (i.e., leaders are in everyone’s ‘reference network’,

Bicchieri, 2017), whereas other in-group members may be important only to some people in

the community, thereby attenuating the effect of observation.

Confirming our pre-registered hypotheses, we find that when participants act in private,

they are 29 percentage points more likely to cooperate when they interact with a member of

their own community than with a member of another community. This suggests that in-group

bias can be a critical hindrance to cooperation across communities. However, observation by a

key in-group member has a large, positive effect on intergroup cooperation, causing the share

of individuals who cooperate to go from 17 percent to 70 percent. While observation also

has a positive effect on cooperation with in-group members (from 46 percent to 59 percent),

the effect is larger for intergroup cooperation, such that there is no group bias when people

are observed. These results are corroborated by the participants’ beliefs that indicate that

intercommunity cooperation is socially desirable, suggesting that the ‘cooperation motivation’

is valued more than the ‘favoritism motivation’ in this setting. In Section 6, we discuss further

mechanisms and show i.a. that our results are more likely to be driven by treatment differences

in preferences than beliefs about the behavior of the opposing participant.

This paper provides a key contribution to the literature on intergroup cooperation by study-

ing how in-group observation influences intergroup cooperation. Previous literature shows that

individuals tend to be biased in favor of people from their own group (Turner, 1975; Chen and

Li, 2009; Chen and Chen, 2011; Weisel and Böhm, 2015; Currarini and Mengel, 2016), and that

they tend to side with members of their own group to show solidarity and a commitment to

the group (Scheepers and Ellemers, 2019). The literature has also examined ways of reducing

this in-group bias. Some approaches focus on changing individuals’ group categorizations, for
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example, by appealing to a common identity (Gaertner et al., 1989, 1993; Gaertner and Do-

vidio, 2000; Kershaw et al., 2021), using cross-cutting cleavages in society (Coser, 1956; Dahl,

1956; Lipset, 1959; Lipset and Rokkan, 1967; Uğurlar et al., 2025), or unifying individuals by

focusing on external threats (Tajfel and Turner, 1979; Stephan and Stephan, 1996; Stephan

et al., 2015; Kaiser and Seier, 2025). Other approaches focus on changing the context of in-

tergroup interaction, for example, by adding communication (Charness et al., 2024), previous

contact between groups (Allport, 1954; Van Assche et al., 2023; Paolini et al., 2024), or nudges

(Dimant, 2024).

Instead, this study examines the effect of in-group observation on intergroup cooperation.

In doing so, the current paper is related to the work by Charness et al. (2007), Charness

and Rustichini (2011), and Habyarimana et al. (2007). Charness et al. (2007) and Charness

and Rustichini (2011) study how students behave in a Prisoner’s Dilemma game with obser-

vation. Here, the decision-makers are observed by a group of participants who (in all but

one treatment) have a vested interest in the outcome of the game. Importantly, these stud-

ies randomly allocate participants to be a part of different groups, and they therefore find

no in-group bias without observation.2 In contrast, the current paper examines how obser-

vation by key in-group members influences intergroup cooperation among natural groups in

the field, where in-group bias exists when people make their decisions in private. And rather

than creating social pressure by inducing payoff dependence within groups, the current study

relates the effect of observation to the image effects among the natural groups. Habyarimana

et al. (2007) study the mechanisms that drive in-group favoritism. They recruit participants

among ethnically diverse slums of Uganda and examine behavior in different economic games,

including a Prisoner’s Dilemma game with punishment. Their experiment differs from ours,

however, as the punishers are random participants of either of the ethnicities, whereas the

observers in our experiment are key in-group members. This implies that Habyarimana et al.

(2007) by design increase the value of the ‘cooperation motivation’ and remove the value of

the ‘favoritism motivation’. Moreover, they allow for costly punishment rather than having a

passive observer, making it difficult to distinguish the effects of image concerns from financial

self-interest and risk aversion.

The remainder of the paper is structured as follows: Section 2 describes the field setting.

Section 3 details the experimental design and the experimental procedure. We present a theo-

2There are several other design differences between the current study and the studies by Charness et al.

(2007) and Charness and Rustichini (2011). For example, the current paper involves no face-to-face interaction

with the opposing participant while participants are being observed, there is no home/guest framing which

could induce a sense of entitlement or focality, and the private treatment is truly anonymous (compared to

observability by the experimenter in the previous studies).
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retical model and the pre-registered hypotheses in Section 4. The main results are presented in

Section 5. Section 6 discusses further results, and Section 7 concludes. The appendix includes

the experimental instructions, more details on the study setting, a power analysis, as well as

further results, tables, and figures.

2 Field Setting

To study how observation by in-group members influences intergroup cooperation, we look for

a setting with the following features: first, intergroup cooperation should be important for

the groups, and cooperation should depend on individual members and not determined solely

by group leaders. This ensures that it is crucial that group members behave cooperatively.

Second, observation by other group members should be feasible, and individuals should have

a shared understanding of what observers want them to do. This ensures that observation

affects individuals in a predictable and similar way. Third, there is a strong in-group bias,

which means that it is challenging to achieve intergroup cooperation. As we explain in this

section (with details in Appendix A), the Pacific island Bougainville in Papua New Guinea

is characterized by these features and thereby provides a suitable field setting to study the

interplay between observability and intergroup cooperation using natural groups (as opposed

to, e.g., minimal groups in the lab).

Papua New Guinea (henceforth ‘PNG’) is the world’s third-largest island country located in

the south-western Pacific Ocean, and Bougainville is one of the country’s autonomous islands,

forming the largest island of the Solomon Islands’ archipelago. PNG is renowned for its cultural

and ethnic diversity with over 800 distinct languages and a vast array of customs and traditions

(Reilly, 2008). According to World Bank indicators from 2024, 85 percent of the population

lives in rural areas (The World Bank, 2024). Given the sparse infrastructure in rural areas,

most villages are organized as independent communities with self-sufficient lifestyles.

Yet, cooperation across villages is increasingly important to Bougainville, which – similar to

other Pacific islands – is heavily affected by climate change and the resulting natural hazards

(Lang et al., 2020; Vousdoukas et al., 2023). Extreme temperatures and frequent climate

disasters such as cyclones, droughts, and flooding endanger vital harvests (Wadey et al., 2017;

Bourke, 2018). To protect against these climate hazards, villages may use natural resources

such as mangrove trees and coral reefs that provide natural protection, for example, by reducing

the wave intensity by coastal floodings. However, natural resources give rise to a critical social

dilemma that goes across villages: The communities are better off with the natural resources

intact, but individuals may exploit resources such as mangrove trees to generate higher income
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Figure 1: Field Setting

(a) Bougainville, Papua New Guinea (b) Research Locations

Source: Google Maps, 2023

for themselves (Alongi, 2002; Wells et al., 2006; Sillanpää et al., 2024). To protect natural

resources, it is crucial that the villages work together.

One issue with intercommunity cooperation in Bougainville, however, is the strong group

categorization between villages. The combination of different ethnolinguistic groups, distinct

cultural rituals, and the geographical disconnection between rural villages make group catego-

rizations occur naturally: People ascribe high values to their origin and village identity, while

generally distrusting strangers (Morauta, 1974; Schram, 2015). This was enhanced through the

Bougainville Civil War from 1988 to 1998, which further divided the population of Bougainville

(Adamo, 2018). This makes Bougainville a highly relevant setting for studying group identities

and in-group bias. In the experiment outlined in Section 3, we define in-group interactions as

those occurring between members of the same village, whereas out-group interactions occur

between participants from different villages.

Social life in traditional villages in PNG is characterized by hierarchical social structures

and strong social norms. Specifically, communities are influenced by the traditional ‘wantok’

system that fosters strong rules of customs, norms, and kinship; a system that in some rural

areas acts as replacement for formal institutions (de Renzio, 2000; Nanau, 2011). Villages

are led by a village leader (a so-called “Big Man” or “Big Woman”), who possesses informal

authority and imposes discipline to keep the traditional village life in order. The village

leaders represent important nodes of the social network within villages, and they are important

connectors when engaging with other villages. Often, they are the most respected people

within a village, and other villagers seek to get along with them (Cochrane, 1970). Despite
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this hierarchical leader structure, there is a strong egalitarian community spirit in the villages,

and many decisions and conflicts are resolved in regular community or mediation meetings

(Boege, 2012). This way, problems are typically solved in a bottom-up communal way with

the entire community serving as the primal actor (Regan, 2010). Hence, (i) the social context is

very important to the villagers, (ii) the villagers have shared beliefs about what behaviors are

desirable, and (iii) the behavior of the individual villagers matters greatly for the community.

This makes Bougainville a particularly interesting setting for studying how observation by key

in-group members influence behavior.

Appendix A provides further details about the study setting, including a description of the

sample used for the current experiment.

3 Experimental Design

In the following section, we describe the experiment that we use to study how observation by a

key in-group member influences intergroup cooperation.3 The experiment consists of four parts

that participants complete in one session (see Figure 2 for an overview). First, participants

make decisions in a modified Prisoner’s Dilemma game with risk. Second, participants answer

a battery of belief elicitation questions, including their beliefs about the actions of other par-

ticipants and their beliefs about what the observer prefers that they do. Third, the risk in the

Prisoner’s Dilemma is resolved. Finally, participants complete a survey to provide additional

control variables for the analysis. Experimental instructions are included in Appendix F.

Figure 2: Timeline of the experiment

3.1 Modified Prisoner’s Dilemma

For the first part of the experiment, participants play a version of the Prisoner’s Dilemma game

with risk. The Prisoner’s Dilemma is a symmetric, simultaneous two-player game, in which

each player decides whether to cooperate or defect. The game comprises a social dilemma, as

3Such causal insights would not be obtainable by simply observing the cooperative behavior of individuals,

as such behavior is likely to be endogenous due to selection into (i) within- or between-group cooperation, (ii)

situations with more or less observation by other in-group members, and (iii) groups that value between-group

cooperation or in-group favoritism.
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the expected total earnings are higher when the players cooperate, but both players increase

their own expected earnings by defecting. For this reason, the Prisoner’s Dilemma provides a

useful framework for studying when individuals want to cooperate with others. We include a

risk component in the Prisoner’s Dilemma to corroborate the framing we use in the experiment

to ensure participants’ understanding of the task (as described below).

3.1.1 Game

In the modified Prisoner’s Dilemma game, each participant is endowed with 15 Kina (approxi-

mately 3.8 EUR) and randomly matched with one other anonymous participant. Participants

learn that Nature makes a random draw between two states – a good state and a bad state,

each occurring with a probability of 50 percent – and that they may contribute to a com-

mon fund to partly insure themselves and the other player against the bad state. In the bad

state, both participants can end up losing their entire endowment; in the good state, both

participants earn what they did not contribute. Before knowing the state, participants decide

whether to cooperate by contributing 7 Kina of their endowment to a common fund or not.

As contributions protect both players, a participant’s payoff not only depends on their own

choice but also on the choice of the other participant. Depending on the behavior of both

players, there are three different levels of protection against the bad state: If none contributes,

there is no protection, and both players lose their whole endowment. If only one contributes,

both players are partially protected and lose 8 Kina. In this case, the player who contributed

earns nothing (15− 7− 8 = 0), and the player who refrains from contributing earns 7 Kina. If

both contribute, there is full protection, and both earn 8 Kina (15− 7 = 8). If the good state

is drawn, nothing is destroyed, and participants earn what they did not contribute.4 Table 1

provides an overview of the possible payoffs.

As evident from the payoff matrices in Table 1, ‘No Contribution’ is a dominating strategy

in the good state, and ‘Contribution’ is a weakly dominating strategy in the bad state. Yet, the

participants do not know the state before making their decision. The strategy that maximizes

expected payoffs is to not contribute to the common fund. That is, ‘No Contribution’ is a

dominating strategy for a risk-neutral individual.

At the end of the experimental instructions, participants answer eight control questions

that ensure that the participants understand the rules of the game. The participants had

4That is, if the bad state does not occur, the contributions that were made for protection are not returned to

the participants. This reflects investments in any kind of insurance measures that deteriorate over time without

having been used. Examples of such measures are manifold and include, for example, the building of unused or

misplaced sea walls or other investments in disaster preparedness, buying vaccines for potential epidemics that

do not break out, and disaster or military exercises for crises that do not occur.
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Table 1: Payoff Matrices

Good State

Contribution No Contribution

Contribution 8;8 8;15

No Contribution 15;8 15;15

Bad State

Contribution No Contribution

Contribution 8;8 0;7

No Contribution 7;0 0;0

Expected Payoffs

Contribution No Contribution

Contribution 8;8 4;11

No Contribution 11;4 7.5;7.5

Notes: A random draw determines whether the good or

bad state occurs (probability .5). In terms of expected pay-

offs, No Contribution is the dominating strategy although

it leaves both players worse off than if both contributed.

three tries to answer each control question correctly. If they did not, then the experimenter

explained the instructions again until the participants answered the control question correctly.

We show in Appendix C that the results are robust to excluding individuals who made multiple

mistakes when answering the control questions.

After participants make their contribution decision and answer the battery of questions

about beliefs (see Section 3.2), the random draw is made to determine whether the bad state

occurs or not. Specifically, the state is determined by drawing a card that indicates whether

the bad state happens or not. Participants draw the card themselves to avoid any feelings

of distrust towards the experimenter. This means that two cards are drawn for each pair of

participants, and each participant draws the card that is payoff-relevant for themselves. The

two-player pairs were matched ex post, such that participants who had drawn the bad state

were randomly matched to another participant who had also drawn the bad state. While

explaining this procedure during the instructions for the experiment, the experimenter has

participants draw the card twice for practice, thereby internalizing the idea of a random draw.
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3.1.2 Treatments

We apply a 2×2 between-subjects factorial design to obtain causal estimates of (i) how in-group

bias influences whether participants cooperate, (ii) how observation by an in-group member in-

fluences whether participants cooperate, and (iii) whether observation by an in-group member

has a positive or negative effect on interactions with out-group members, thereby potentially

mitigating or enhancing in-group bias. Table 2 provides an overview of the treatments.

The first treatment dimension varies the origin of the other player. Specifically, partic-

ipants are either matched with someone from their own village (in-group) or someone from

another village (out-group). The out-group is chosen in such a way that while the villages

are located in the same district (north-western part of the island), they belong to different

constituencies with different local languages. That is, members of two different groups be-

long to different ethnolinguistic communities. Comparing behavior between the in-group and

out-group conditions thus sheds light on how in-group bias influences cooperation.

The second treatment dimension varies whether participants are observed by their village

leader when deciding whether to cooperate or not. The village leader is physically present in

the room while the participant makes their decision (see Figure 3), and the village leader can

see what the participant chooses. This introduces pressure to act in accordance with what

the participant believes the village leader wants.5 The village leaders do not make any active

decision, and their earnings do not depend on the decisions made by the participants. Com-

paring behavior between the observed and private conditions sheds light on how observation

by the in-group leader influences cooperation with members of one’s in-group and out-group,

respectively.

Previous studies with villagers in PNG demonstrate that although there is a shared un-

derstanding that free-riding is not desirable, there is also a shared belief that one should not

gossip about or punish people from doing what is socially undesirable (Wiessner, 2020). We

confirm this for our sample using vignettes, as detailed in Appendix D.1. This indicates that

observation by the village leader does not capture the effect of anticipated punishment or

getting a worse reputation among the other villagers. Instead, the effect of being observed by

the village leader likely stems from an increase in the social esteem (stigma) that participants

receive from the village leader for doing what is socially desirable (undesirable), as modeled

in Section 4.

5As mentioned in the Introduction, the advantage of having village leaders rather than other villagers act

as observers is that the village leader is likely to be important for all participants (i.e., leaders are in everyone’s

‘reference network’, Bicchieri, 2017). Thereby, we avoid the issue of some lab studies where the effect of

observability may be dampened by participants perhaps not knowing or even caring about their observer.
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Figure 3: Game Setting in the Field

(a) Observation (b) Private

Notes: The pictures show the conditions under which participants decide in the Observed and Private treatments,

respectively. In both treatments, the experimenter first explains the game and then leaves the room when the decision

is to be taken. In the observed treatment (a), the village leader is present when the participant makes their decision. In

the private treatment (b), participants are alone when making their decision.

Table 2: Overview of Treatments

Private Observation

In-Group InPrivate InObserve

Out-Group OutPrivate OutObserve

3.1.3 Framing

As explained in Section 2, the villages of Bougainville have many important features for study-

ing how in-group observation influences intergroup cooperation, using natural groups rather

than artificial groups induced in the lab. Yet, this sample choice requires adaptations to the

experimental design compared to the standard design used, for example, in lab studies with

students. In particular, the large majority of villagers in Bougainville is not highly educated

and does not regularly participate in economic experiments, for which reason it may be diffi-

cult for many villagers to understand abstract experimental games (Harrison and List, 2004;

Alekseev et al., 2017). To enhance the participants’ understanding, we instead provide context
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for the Prisoner’s Dilemma, as suggested by e.g. Alekseev et al. (2017), by using the framing of

climate change, which gives rise to a natural social dilemma that villagers are familiar with.6

Specifically, participants decide whether to cooperate by “contributing to a climate fund”,

which serves to protect against a potential “natural disaster” that may otherwise destroy

the earnings of the participants. Contributing to such funds is common practice in villages

in Bougainville, as villagers regularly contribute money or time to community funds, which

are used, for example, if the villagers need to repair parts of the community hall, church, or

other public spaces. To explain the variation in group cooperation in the experiment, we vary

whether the fund is a “community fund” (for in-group interaction) or a “district fund” (for

out-group interaction).

By using this frame, we also mitigate the problem that participants may themselves create

contexts for abstract experiments, which would challenge the controlled environment of the

experiment. For example, Dufwenberg et al. (2011a) find that participants construct their

own contexts to better deal with abstract terminology. Similarly, Harrison and List (2004, p.

1022) emphasize that for “abstract, context-free experiments [...] there is no control for the

context that participants might themselves impose on the abstract experimental task.”

Importantly, whereas the game is incentivized, the framing is hypothetical, and participants

are aware of this. That is, the consequences of contributing to the climate fund reflect how

such funds function in the field, namely to protect against potential climate damages. But all

interactions are limited to the two players who are matched in the game, and the “natural

disaster” is resolved by a random draw within the experiment.

In Appendix A, we provide additional information about the effects of climate change for

Bougainville and the measures that communities take to alleviate the consequences thereof.

In Appendix D.2, we show that there is no interaction of the treatment effects with the par-

ticipants’ knowledge about environmental hazards, experiences with environmental hazards,

attitudes towards climate change, perceived safety from climate disasters, or fear for food

security due to environmental hazards. This indicates that while the framing of the current

experiment was helpful for enhancing the participants’ understanding of the experiment, the

framing did not influence our reported treatment effects, thereby supporting the generalizabil-

ity of the study’s findings.

6Although context-neutral experimental instructions have long been favored by experimental economists,

an increasing number of studies incorporate context in their instructions (for cooperation contexts, see e.g.

Samuelson and Allison, 1994; Dufwenberg et al., 2011b; Eriksson and Strimling, 2014).
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3.2 Beliefs Questions

After making their decision in the modified Prisoner’s Dilemma game, participants in all treat-

ments are asked a set of belief questions. The belief elicitation is unincentivized, as (i) using

unincentivized questions is easier to understand for the participants, and it is therefore less

likely to cause any confusion within this sample, and (ii) it reduces the time spent on the part

of the experiment that is not related to making decisions in the Prisoner’s Dilemma. Partici-

pants report their beliefs about the behavior of the opposing player, their village leader, other

participants from their village, and other participants from the other village. Subsequently,

participants are asked about what they think the opposing player expects them to do, what

the village leader wants them to do, and whether they fear that the village leader would dislike

any contribution behavior that deviates from his expectation.7 In addition, we ask partici-

pants about what they think that the village wants them to do. The full list of questions with

the exact wording can be found in Appendix F.

3.3 Survey

After a random draw determines whether the good or the bad state was drawn in the Prisoner’s

Dilemma game, participants answer survey questions in three parts, concerning (i) demograph-

ics, (ii) social preferences, and (iii) topics related to climate change. First, the demographic

questions ask about age, gender, education, type of work, and income. We adapt questions

related to income to the setting of villages in Bougainville: As the majority of people does not

earn money but live in a self-sufficient manner, often using barter, questions about monetary

income provide insufficient information. To get a more complete picture of income, we there-

fore also ask about the money-recharging values on their cell phones and the frequency with

which they use the internet. Afterwards, participants answer questions related to their ori-

gin, as this may predict group identification with their village. The questions include mother

tongue (open-ended text allowing for multiple answers), whether the participant was born in

their current village, and how many years they have lived there in case they moved between

villages. Next, the survey asks about community engagement both in terms of the type of

engagement (time, money, or advice with multiple options possible) and the frequency of this

engagement.

The second section of the survey relates to (social) preferences, taken from the World

Value Survey (WVS), the General Social Survey (GSS), and the German Socio-Economic

7As explained in Section 3.4, the experiment was carried out in Tok Pisin, which is the language that is

taught in schools in the whole country. This language does not possess the same nuances as, for example,

English for distinguishing between empirical and normative expectations (in the sense of Bicchieri, 2017).
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Panel (SOEP). First, participants answer trust questions to elicit both general trust and trust

in strangers (2- and 4-point scales, respectively). Second, participants answer questions related

to their perception of others’ altruism and fairness.8 Third, participants answer a question

about their risk preferences (10-point scale, Dohmen et al., 2011). Then, participants state

whether they think their reputation would improve the most by cooperating or not cooperating

in the Prisoner’s Dilemma.

The last part of the survey asks a battery of questions related to climate change. First,

participants report what they think about when they hear the term ‘climate change’ (open-

ended), and participants indicate whether they believe in climate change (Yes/No). Second,

participants indicate whether they think a community climate fund would be beneficial for

their village (Yes/No). Then, participants are presented with eight different natural haz-

ards/environmental changes, and they answer for each phenomenon (i) whether they have

heard about it (Yes/No), (ii) whether they have experienced it (Yes/No), and how important

they think the phenomenon is for Bougainville (3-point Likert scale).9 Finally, participants

answer three vignettes related to climate adaptation measures. The vignettes provide further

information about biases and preferences related to cooperation and climate change. The first

vignette concerns in-group bias, as a person must decide in what villages to plant 20 trees to

protect villages against flooding. The second vignette concerns luck egalitarianism in relation

to climate hazards, as a woman earns more from a harvest than another woman only due

to differences in luck (exposure to a storm). The third vignette concerns contributions to a

climate community fund and how (un)fair it is for a person to free-ride on such contributions

while benefitting from the fund. We examine the vignettes in detail in Appendix D.1.

3.4 Village Selection and Experimental Procedure

The lab-in-the-field experiment was conducted between April and May, 2023, in six small

coastal communities in north-western Bougainville, Papua New Guinea. Data collection was

completed in each village within two days to mitigate any discussion among villagers about the

experiment. The village selection was concentrated to the north-western part of Bougainville

(see Figure 1b). We chose this to ensure that all villages faced identical social dilemmas

regarding the protection of the same natural resources, which ensured that the climate framing

8These questions were as follows: ‘Do you think people are mostly looking out for themselves as opposed to

trying to help each other’ (perceived altruism; 10 points scale, WVS); ‘Do you think people would try to take

advantage of you if they got a chance as opposed to trying to be fair’ (perceived fairness variable; 10 points

scale, WVS).
9The phenomena were flooding/intense rainfall, tsunamis, earthquakes, sea level rise, intense drought, moun-

tain erosion, change in weather patterns, and food scarcity/failed harvest.
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is comparable across all villages (see details in Appendix A). Furthermore, the villages are

drawn from different districts within the same geopolitical subregion in Bougainville to ensure

that the villages are comparable with respect to cultural variables while allowing for in-group

and out-group distinctions.

Prior to data collection, pre-visits to each village were arranged to inform about and obtain

consent for participation in the experiment. Due to the hierarchical structure in the villages,

we most often approached the village leader first, and they then asked the whole community

about whether they wished to take part in the research study. Once the participation was

confirmed by the village representatives, the villagers were required to provide an up-to-date

census to enable a random draw of participants. To recruit participants, households were

drawn at random from the village census in each village, and one adult villager was randomly

selected from each household.10 The resulting sample includes 60-70 adults from each of the six

villages, yielding a total sample of 402 villagers.11 In the sample, 52 percent were female, the

mean age was 36 years, the average participant had received 8 years of schooling, participants

on average earned a weekly income of 72 Kina (approximately 18.5 EUR), 79 percent reported

to never use the internet, and 77 percent reported to attend church once a week. The full set

of sample characteristics is provided in Appendix A.2.

At the start of each session, the research team (consisting of one international researcher

and multiple local research assistants) was presented to the villagers. Then, the consent

form for participation was read out loud and signed by all participants. The research was

conducted by local research assistants in a pen-and-paper format in Tok Pisin, which is the

main language taught in schools. Prior to data collection in the field, the research assistants

were extensively trained to ensure a professional conduct and homogeneity in elicitation styles.

All research assistants were trained to be able to conduct all parts of the experiment. The

research assistants were not from any of the six sample villages and had not interacted with

the study participants before.

The average duration of the experiment was approximately 50 minutes. Sessions took

place in secluded spaces in community facilities of the village to ensure privacy during the

decision process. All participants were paid 2 Kina as a show-up payment at the start of

10If the randomly selected households were not present in the village, or if the adults were unable to participate

(e.g., due to illness), additional members of the other households were randomly selected to ensure a sufficient

and comparable sample size across villages.
11With this sample size, we expected based on power simulations to have a power of .8 to detect decreases

in cooperation (following from out-group interaction in private, cf. H1) of approximately 16 percentage points

and increases in cooperation (following from observation, cf. H2) of approximately 19 percentage points. We

expected to have approximately .8 power to detect negative interaction effects of 15-27 percentage points and

positive interaction effects of 12-26 percentage points (cf. H3). For details, see Appendix B.
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the experiment. Additionally, participants received on average a payout of 8.67 Kina from

the modified Prisoner’s Dilemma game, which was paid out in cash at the end of the data

collection.12

4 Theory and Hypotheses

In the following, we outline a simple theoretical model to derive (pre-registered) hypotheses

about how in-group bias and observability influence cooperation. In doing so, we extend the

model of social preferences by Charness and Rabin (2002) to incorporate both social identity

(Chen and Li, 2009) and social esteem (Carpenter and Robbett, 2024).

4.1 Setup

Utility. We consider a population of individuals, who are matched into pairs and play a

Prisoner’s Dilemma game as described in Section 3. We assume that the utility of individual

i consists of (i) a weighted average of their own earnings and the earnings of the other player

(Charness and Rabin, 2002), and (ii) utility derived from the social esteem or stigma that

individual i receives (Carpenter and Robbett, 2024). Formally, let xi (xj) be the action of

individual i (j) of whether to cooperate, C, or defect, D. Individuals i and j act simultaneously

in a one-shot interaction, and their resulting earnings are πk
i (xi, xj) and πk

j (xi, xj), respectively,

with the earnings depending on the state that Nature draws, which is either a good state

(s = g), with probability p, or a bad state (s = b), with probability 1− p.

Furthermore, the utility of individual i is influenced by the social esteem (stigma) they

receive from cooperating or defecting (Krupka and Weber, 2013; Kimbrough and Vostroknutov,

2016; Barr et al., 2018), N(xi, γij).
13 Here, γij indicates whether the two individuals belong

to the same group (γij = 1) or to different groups (γij = 0). Letting N(·) depend on γij

implies that the social esteem (stigma) of cooperation and defection may depend on the social

identity of individual j. Specifically, we assume that it is not seen as better to cooperate with

members of the out-group than with members of the in-group (N(C, 1) ≥ N(C, 0)), and we

assume that it is not seen as better to defect when interacting with members of the in-group

than members of the out-group (N(D, 1) ≤ N(D, 0)). In sum, the utility of individual i in

12Due to the design of the out-group condition, all participants were paid after the data collection was

completed in all villages. This procedure was communicated beforehand in the pre-visits, and it did not cause

any questions or concerns among the participants.
13Alternatively, one could apply a signaling framework similar to Bénabou and Tirole (2006) to explain how

an action xi may entail reputational benefits or costs for individual i.
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state s is as follows:

usi (xi, xj) = wijπ
s
j (xi, xj) + (1− wij)π

s
i (xi, xj) + νiN(xi, γij), s = {b, g}, (1)

where wij is the weight that individual i assigns to the payoff of individual j, and νi ≥ 0

is individual i’s sensitivity towards social esteem. The weight wij depends on altruism and

reciprocity, both of which may depend on the group identity of individual j:

wij = λi(1 + liγij) + ρi(1 + riγij)1xj=D, (2)

where λi ≥ 0 denotes the altruism of individual i and ρi ≤ 0 denotes the concerns for negative

reciprocity (1xj=D equals 1 if xj = D and 0 otherwise). We allow altruism and reciprocity

to depend on whether individuals i and j belong to the same group, following Chen and Li

(2009). Specifically, we assume that li > 0, implying that individual i values the earnings of

members of the in-group more than the earnings of members of the out-group (Tajfel et al.,

1971; Chen and Chen, 2011). Moreover, we assume ri ∈ (−1, 0), as Chen and Li (2009)

show that individuals are more forgiving of misbehavior when interacting with members of the

in-group compared to members of the out-group.

Individual i chooses whether to cooperate or defect to maximize utility prior to knowing

what state Nature draws. That is, the individual maximizes expected utility given as follows:

Ui(xi, xj) = p · ugi (xi, xj) + (1− p) · ubi(xi, xj) (3)

Expected Earnings. We assume that the expected earnings, Es[π
s
i (xi, xj)], give rise to a

social dilemma in the absence of social preferences. For simplicity (and in accordance with

the experiment outlined in Section 3), we let the expected earnings be symmetric and as

follows: Es[π
s
i (C,C)] = R, Es[π

s
i (C,D)] = S, Es[π

s
i (D,C)] = T , and Es[π

s
i (D,D)] = P with

T > R > P > S and 2R > T + S. These assumptions imply that defection yields greater

expected earnings regardless of the action of the other player, but the greatest total earnings

are achieved when both cooperate.

Incomplete Information. We assume that the individuals play a game of incomplete in-

formation, in which they know their own preference parameters but not those of the other

player. Rather, individuals have a common prior: They know the probability distributions

of all preference parameters. In particular, we assume that individual i’s type, θi ∈ R5, is a

vector comprising the preference parameters in Equations 1 and 2. That is, individual i’s type

is characterized as θi = (λi, li, ρi, ri, νi), and there is common knowledge about the probability

distribution of types in the population, f(θ) : R5 → [0, 1], which we assume to be continuous
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and integrable. We assume for simplicity that the probability distribution over preferences is

independent across individuals in the population. Because we examine a static game of incom-

plete information, the relevant equilibrium concept in the following analysis is the Bayesian

Nash Equilibrium.

4.2 Analysis

To examine equilibrium play, we first solve for when individual i prefers to cooperate rather

than defect. Individual i does so when the expected utility of cooperating is greater than

the expected utility of defecting. As individual i knows their own type, the expectation is

taken over what action individual j takes. We denote by q the probability that individual j

cooperates, implying that defection occurs with probability 1− q. Then, the optimal strategy

for individual i is a type-dependent strategy, where individual i cooperates if and only if the

following condition is satisfied:14

G(λi, ρi, li, ri, νi, γij) ≥ 1− q, (4)

where Gλi
> 0, Gρi < 0, both Gli > 0 and Gri < 0 if i and j belong to the same group

and 0 otherwise, Gνi > 0 iff N(C, γij) > N(D, γij), and Gγij > 0.15 Intuitively, the condition

in Equation 4 gives rise to the predictions that, ceteris paribus, individuals who are more

altruistic (λ) are more likely to cooperate, individuals with stronger concerns for negative

reciprocity (ρ) are less likely to cooperate, and individuals who care more about social esteem

(ν) are more likely to cooperate if they obtain more social esteem from cooperating than from

defecting (N(C, γij) > N(D, γij)), and vice-versa.

To form predictions for the treatment effects, however, we need to examine equilibrium

play, as the condition for when individual i cooperates also depends on the probability with

which individual j cooperates. Due to symmetry, the strategy of individual j is also a type-

dependent threshold strategy. This means that we can redefine q as the probability with which

individual j belongs to a type for whom Equation 4 is satisfied. Specifically, denote by A ⊂ Θ

14For simplicity, we use a shorthand in Equations 4 and 5 by defining the following:

G(λi, ρi, li, ri, νi, γij) ≡
T −R+ (T − S)λi(1 + liγij) + νi[N(C, γij)−N(D, γij)]

T −R+ P − S + (S − T )ρi(1 + riγij)

15The condition in Equation 4 gives rise to a type-dependent, pure-strategy Bayesian Nash Equilibrium,

where the outcome may deviate from the equilibrium of purely materially self-interested individuals, (D,D), if

the condition in Equation 4 is satisfied for some θi ∈ Θ. When Equation 4 holds with equality, individual i is

indifferent between cooperating and defecting and may thus mix strategies, but this is inconsequential for the

further analyses, as the continuity of f(θ) implies that indifference in Equation 4 only occurs with probability

zero.
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the subset of types for whom Equation 4 is satisfied. Then, q = Pr(xj = C) = Pr(θj ∈ A),

and we can rewrite the condition for when individual i cooperates:

G(λi, ρi, li, ri, νi, γij) ≥ 1−
∫
A
f(θ)dθ (5)

For the treatment effects, we examine first the influence of in-group bias on cooperation

when individuals act in private either with a member of their own group (γij = 1) or a member

of another group (γij = 0). As seen in Equation 5, there is more cooperation on average when

individuals interact with members of their own group: Specifically, when γij = 1, concerns

for altruism increase, concerns for negative reciprocity decrease, and the social esteem of

cooperating instead of defecting weakly increases, all of which leads to Gγij > 0. In addition,

Equation 5 is satisfied for a larger subset of types θ when γij = 1 compared to when γij = 0,

implying thatA|γij=0 ⊂ A|γij=1 and that the right-hand side of Equation 5 decreases. Together,

this leads Equation 5 to be satisfied for more individuals, thereby providing the first hypothesis:

Hypothesis 1 More participants cooperate in InPrivate than in OutPrivate.

Second, we examine how observability influences cooperation for individuals who interact

with members of their in-group. We assume that a change in observability influences the

sensitivity towards social esteem or stigma. We model this through a change in νi from

the private (νpi ) to the observed setting (νoi ), with νpi < νoi . We expect that individuals in

our setting receive more esteem from cooperating than defecting (Boege, 2013; Autonomous

Bougainville Government, 2023), which implies that Gνi > 0, and observability leads to an

increase in the left-hand side of Equation 5. Similar to the case for H1, we have that if

individuals receive more esteem from cooperating than defecting, then Equation 5 is satisfied

for a larger subset of types for νoi than for νpi , implying that A|νi=νpi
⊂ A|νi=νoi

and that

the right-hand side of Equation 5 decreases with observability. We thus reach our second

hypothesis:

Hypothesis 2 More participants contribute in InObserve than in InPrivate.

Finally, we look at the interaction between observability and in-group bias to examine how

observation by an in-group member may influence intergroup cooperation and in-group bias.

As explained above, we assume that the utility of individual i consists of (i) a weighted average

of the earnings of individuals i and j and (ii) utility derived from the social esteem or stigma

of the action. Because (i) does not depend on observability, any effect of observability on inter-

group cooperation and in-group bias works through (ii). Importantly, the effect of observation

on out-group interactions depend on whether individuals receive social esteem or stigma from
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cooperating with members of the out-group. For example, if intergroup cooperation is so-

cially desirable (‘cooperation motivation’), then observation should increase cooperation with

out-group members; however, if it is more socially desirable to prioritize the earnings of the in-

group (‘favoritism motivation’), then observation should decrease cooperation with out-group

members. We do not know the relative values of the cooperation and favoritism motivations

ex ante, but we elicit beliefs about social desirability in the experiment and return to these in

Section 5.3.

Further, given the expected in-group bias (H1) and positive effect of observation on in-

group cooperation (H2), we are interested in the extent to which observation may reduce

in-group bias. Such a reduction occurs when observation increases cooperation more with out-

group members than with in-group members. A necessary condition for this is the following:

If cooperation is socially desirable among in-groups, i.e., N(C, γij = 1) > N(D, γij = 1), then

individuals must gain more social esteem from cooperating than defecting when interacting

with out-groups, N(C, γij = 0) > N(D, γij = 0). This condition is not sufficient, however,

as the effect on in-group bias depends on the relative esteem in in-group and out-group in-

teractions as well as potential ceiling effects: For example, if sufficiently many individuals

cooperate with in-groups in private, then observability could have a limited effect on in-group

cooperation compared to out-group cooperation, thereby reducing in-group bias. Thus, our

third hypothesis involves competing predictions and is as follows:

Hypothesis 3

a. Observability increases in-group bias in contribution levels: (OutObserved-InObserved)

> (OutPrivate-InPrivate).

b. Observability decreases in-group bias in contribution levels: (OutObserved-InObserved)

< (OutPrivate-InPrivate).

5 Results

In this section, we present the results on how in-group bias, observation, and the combination

of the two influence contributions in the experiment. Throughout, we use logit regressions

for the primary tests, and we estimate the regressions with (i) no controls, (ii) demographic

controls, and (iii) demographic and attitudinal controls. Specification (iii) is our preferred

specification, as we expect the control variables to capture variation in the contribution rates

other than what is caused by the treatments. Note that some control variables were not

answered by all participants, and this leads to a slightly lower number of observations in
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specifications (ii) and (iii). In this section, we report the analysis using the maximal number

of participants for each specification; in Section C, we show that the results are robust to

including only the participants who answer all control questions. We use the nonparametric

chi-squared and Fisher’s exact tests for robustness when appropriate. Throughout, we report

significance levels with two-sided tests. We discuss exploratory findings in Section 6.16

Figure 4: Contribution Behavior Across Treatments

Notes: This figure shows the share of participants contributing for each treatment.

Error bars indicate 95 percent confidence intervals.

5.1 H1: In Private, Participants Cooperate Less With Members of the

Out-Group

First, we report the results related to H1, which states that participants should be more inclined

to cooperate in InPrivate than in OutPrivate. As illustrated in Figure 4, this is indeed the

case with 46 percent of participants contributing in InPrivate as opposed to only 17 percent in

OutPrivate. In logit regressions, this effect is statistically significant for all levels of controls

(all p′s < .001, cf. Table 3), and the effect is robust (chi-squared: p < .001; Fisher’s exact:

p < .001). Accounting for all control variables (Column (3) in Table 3), participants who

decide in private are on average 24 percentage points less likely to cooperate when interacting

16The pre-analysis plan also mentions treatment comparisons conditional on the participants’ beliefs, and we

discuss these results in Section 6.1. The main analysis differs slightly from the pre-analysis plan by relying on

logit regressions, chi-squared tests, and Fisher’s exact tests instead of the less-suited Mann-Whitney U-test.

We report other robustness checks in Section 5.4.
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with a member of another village. In terms of practical significance, this effect is substantial,

and it is similar to the level of in-group bias of 31 percentage points that Ahmed (2007) find

using a Prisoner’s Dilemma game. Supporting H1, we thus conclude the following:

Result 1 When participants decide in private, they are more likely to cooperate when inter-

acting with a person from their own village than from another village.

Table 3: H1: In-Group Bias and Contribution Levels

(1) (2) (3)

Out-group -0.29*** -0.28*** -0.24***

(0.06) (0.06) (0.06)

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Observations 234 220 185

Notes: Logit regression with contribution (binary) as the dependent vari-

able. The sample comprises only participants who were not observed. The

demographic controls are age, gender, years of schooling, weekly income,

and community engagement. The attitudinal controls are perceptions of

altruism, perceptions of fairness, trust, and risk preferences. Table with

controls can be found in Appendix E17. Coefficients are average partial

effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

In Appendix D.1, we show that the treatment effect is larger among villagers with stronger

in-group bias (as measured in vignettes), indicating that the treatment variation indeed cap-

tures the effect of in-group bias. We discuss in Section 6.1 that this in-group bias seems to

stem from the participants’ preferences for cooperating with in-group members and not from

differences in beliefs about whether the other player cooperates.

5.2 H2: Observation Increases Cooperation in In-Groups

Second, we report the results related to H2, which states that participants should be more

inclined to cooperate in InObserve than in InPrivate. From Figure 4, this pattern seems to

hold: 54 percent of participants in InObserve cooperate compared to 46 percent in InPrivate.

In logit regressions, this effect is only marginally significant without controls (p = .064);

however, it becomes statistically significant when adding demographic controls (p = .039)

and highly significant when also including attitudinal controls (p = .006), cf. Table 4. With

nonparametric tests, the effect is also marginally significant (chi-squared: p = .067; Fisher’s
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exact: p = .079), which is expected given the parametric results, as neither the chi-squared

nor the Fisher’s exact test accounts for control variables.

Table 4: H2: Observation and Contribution Levels

(1) (2) (3)

Observation 0.13* 0.15** 0.22***

(0.07) (0.07) (0.08)

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Observations 200 187 155

Notes: Logit regression with contribution (binary) as the depen-

dent variable. The sample comprises only participants who inter-

acted with a member of their own village. The demographic controls

are age, gender, years of schooling, weekly income, and community

engagement. The attitudinal controls are perceptions of altruism,

perceptions of fairness, trust, and risk preferences. Table with con-

trols can be found in Appendix E18. Coefficients are average partial

effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

In terms of practical significance, the effect of observation is substantial: When accounting

for all control variables (Column (3) in Table 4), participants interacting with a person from

their own village are on average 22 percentage points more likely to cooperate when they

are being observed compared to when they decide in private. This effect size also resembles

that of Grimalda et al. (2016), who find that observation increases cooperation in a Prisoner’s

Dilemma game by 17 percentage points. Supporting H2, we sum up this result as follows:

Result 2 When participants interact with a member of their own village, they are more likely

to cooperate when they are observed by the village leader compared to when they decide in

private.

5.3 H3: Observation Mitigates the Effect of In-Group Bias

Third, we report the results related to H3, which examines whether observation by the village

leader influences the in-group bias demonstrated in Section 5.1. Following the theoretical

model presented in Section 4, a necessary condition for observation to reduce in-group bias is

that individuals receive more social esteem from cooperating than defecting when interacting

with an out-group member. We first examine whether this is satisfied by looking at the beliefs

the participants have about what the village leader and the village prefer that the participant
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does.

In all treatments, a majority of participants believe that the village leader wants them to

contribute (68-79 percent across treatments, 73 percent on average). Binomial tests reveal

that the shares of participants believing that the village leader wants them to contribute is

statistically significantly greater than 50 percent (all p′s < .001). Furthermore, the share

of participants believing that the village leader wants them to contribute is not influenced

by whether the other player comes from the same village or not (all p′s > .209) or whether

the participant is being observed (all p′s > .316), both for logit regressions (all levels of

control), the chi-squared test, and the Fisher’s exact test. The results are similar when instead

examining beliefs about whether the village leader would dislike it if participants deviated from

his expectations: Answers are overwhelmingly ‘Yes’ (above 84 percent in all treatments), and

they neither depend on group affiliation of the other player (all p′s > .487) nor observation (all

p′s > .720). Furthermore, we find in all treatments that a majority of participants believe that

their village wants them to contribute (between 64-78 percent, overall 70 percent). Binomial

tests reveal that these second-order beliefs are closer to ‘Contribution’ than would be expected

by chance (all p′s < .001), and it is also not affected by group affiliation of the other player

(all p′s > .186) or observation (all p′s > .550). This suggests that participants believe that not

only the village leader, but also the village in general prefer that they contribute. In sum, the

participants’ beliefs indicate a shared belief that contribution is socially desirable, also with

members of the out-group. Thus, we anticipate that observation also increases contribution

with out-group members, and we therefore turn now to examine whether observation influences

in-group bias.

We find that observation increases contribution levels in out-group interactions from 17

percent to 70 percent, which is significant for all levels of control (all p′s < .001) and robust

(chi-squared: p < .001; Fisher’s exact: p < .001). Thus, observation is even more effective

for out-group interactions, leading to a reduction in in-group bias in contribution levels: The

in-group bias without observation corresponds to a difference in support for contribution of

29 percentage points (InPrivate – OutPrivate). Opposingly, there is no in-group bias with

observation, and the sign actually reverses to -11 percentage points (InObserve – OutObserve),

which is statistically insignificant (all p′s > .148, cf. Table E20). We discuss this in Section

6.2. As seen in Table 5, the reduction in in-group bias is highly statistically significant for all

levels of controls (all p′s < .001). And with a decrease in the effect of out-group affiliation of 34

percentage points (Column (3) in Table 5), we conclude that the effect is not only of statistical

but also practical significance. Supporting H3b, we thus sum up this result as follows:

Result 3 Observation by the village leader increases cooperation with out-group members dras-
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tically and eliminates the in-group bias in cooperation.

Table 5: H3: Interaction Effect of In-Group Bias and Observation on Contributions

(1) (2) (3)

Out-group -0.28*** -0.28*** -0.24***

(0.05) (0.05) (0.06)

Observation 0.12* 0.14** 0.21***

(0.07) (0.07) (0.08)

Observation × Out-group 0.40*** 0.38*** 0.34***

(0.07) (0.08) (0.10)

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Observations 402 379 315

Notes: Logit regression with contribution (binary) as the dependent variable.

The demographic controls are age, gender, years of schooling, weekly income,

and community engagement. The attitudinal controls are perceptions of altru-

ism, perceptions of fairness, trust, and risk preferences. Table with controls

can be found in Appendix E19. Coefficients are average partial effects, robust

standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

5.4 Robustness

In Appendix C, we show that the results are robust to (i) using Linear Probability Models

instead of logit regressions, (ii) excluding participants who needed many attempts to answer

the control questions correctly, (iii) excluding in all specifications the participants who do

not answer all demographic and attitudinal questions, (iv) excluding the 10 participants (2.5

percent of the sample) who were flagged by experimenters for potential problems with the

experimental procedure, (v) using alternative variables as proxies for participants’ income,

and (vi) adding village fixed effects.

In Appendix C.8, we also show that we find no evidence of clustering across villages in any

of the specifications used to test the hypotheses. Moreover, the results are robust to using

both cluster-robust standard errors and score wild cluster bootstrap (Kline and Santos, 2012).

We next examine the robustness of our findings to correcting for multiple hypotheses.

Specifically, we test three pre-registered hypotheses, which implies that the overall type I error

rate – the probability of finding an effect when there is in fact no effect – is larger than the
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significance level of .05. To correct for this, we compute the adjusted p-values when controlling

for the family-wise error rate (FWER), which is the probability of falsely rejecting at least one

null hypothesis among all hypotheses in a family of tests (all three hypotheses in our case). To

do so, we use the Holm-Šidák procedure (Šidák, 1967; Holm, 1979), and we use the p-values

from our preferred specification that includes all control variables. We find that all treatment

effects remain highly statistically significant (H1: p = .001, H2: p = .009, H3: p = .004).

6 Discussion

The preceding analysis tested pre-registered hypotheses and showed that (i) in-group bias

influences cooperation when individuals act anonymously, (ii) observation by a key in-group

member increases cooperation levels with in-group members, and (iii) observation by a key

in-group member increases cooperation levels even more with out-group members, effectively

mitigating in-group bias.

In what follows, we take an exploratory approach to the data. First, we demonstrate

that the treatment effects are likely to be driven by changes in preferences rather than beliefs

about what the other player does. Second, we discuss why observation has greater effects on

cooperation with out-groups than in-groups in our setting.

In Appendix E.2, we discuss the results of the vignettes that document that (i) in-group

bias in vignettes predict responsiveness to the group condition, (ii) there is a shared belief

that free-riding on contributions to a common fund is wrong, and (iii) villagers disapprove of

gossiping about or punishing other villagers. Then, we show that the framing of the experiment

is unlikely to have influenced our reported treatment effects. We also discuss further the

social expectations in the modified Prisoner’s Dilemma game, showing that there are different

expectations about the behavior of the in-group leaders compared to the other villagers. We

then document gender differences in the effect of in-group bias and relate these to the different

roles of men and women in the villages. Finally, we show that there are no heterogeneous

treatment effects across age, income, education, or years of schooling.

6.1 The Role of Beliefs and Preferences

A large literature documents that many people are conditional cooperators, deciding to co-

operate with other people only if they believe that the others cooperate (Fischbacher et al.,

2001, 2012). Thus, the treatment effects from Section 5 may arise from two different sources:

First, individuals may have different preferences across the different treatments, e.g., due to

in-group bias or a desire to obtain social esteem. Second, individuals may expect that the
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behavior of the other player differs, thereby influencing participants’ behavior if they are con-

ditional cooperators. We document in this section that the second explanation is less likely to

be driving the results of this paper.

The current design provides no causal explanation for how expectations about the behavior

of the other player influences the willingness to cooperate. Yet, correlational evidence shows a

positive association between contributing and believing that the other player will contribute.

Across all treatments, participants who answer that they think the other player contributes are

15 percentage points more likely to contribute themselves (logit, p < .004, cf. Table E21). Yet,

this relation is not causal, and it is possible that the causality goes in the other direction, e.g.,

if a false-consensus effect makes participants believe that the other player behaves similarly to

themselves (Ross et al., 1977).

To test whether the treatment influences behavior through beliefs, we examine whether

beliefs about what the other player does depends on treatment. To do so, we conduct analyses

analogous to those in Section 5 with the expected behavior of the other player as dependent

variable. Looking first at the influence of the group affiliation of the other player, we find

that participants become 10 percentage points less likely to expect that the other player con-

tributes when the other player belongs to an out-group, but this effect is not statistically

significant (p = .184, cf. Table E22). Similarly, we find no effect of observation on the partic-

ipants’ expectations about what the other player does (p = .229, cf. Table E23). If anything,

observability seems to reduce the probability that a participant expects the other player to

contribute. Finally, we find in a logit regression with all treatments that neither the direct

effects nor the interaction of treatments are statistically significant (cf. Table E24). These

results suggest that the treatments have little to no effect on the participants’ expectations

about what the other player does, suggesting that the treatments work through something

other than expectations.

Another way to examine whether treatment effects go through expectations about the

other player is to include beliefs about the actions of the other player as a control variable in

the logit regressions conducted in Section 5. If the treatment effects were mediated through

beliefs, then one would expect that adding beliefs as a control variable would reduce the partial

effects of the treatments. Yet, as shown in Tables E25-E27, including beliefs in the treatments

does not alter the treatment effects, neither in terms of their approximate size nor statistical

significance.

In sum, the data provides no support for the treatment effects to run through average

beliefs about what the other player does.17 This suggests that treatment differences are more

17The current experiment only elicits binary beliefs about the actions of others (Contributing vs. Not con-
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likely to arise due to different preferences depending on who the participants interact with and

whether they are observed. This emphasis on preferences resembles the results found in e.g.

De Cremer and Van Vugt (1999), but deviates from the results found in e.g. Habyarimana

et al. (2007).

6.2 The Greater Effect of Observation Among Out-Groups

As we show in Section 5.3, observation in our setting has a stronger effect on cooperation when

people interact with out-group members than with in-group members. One possible reason for

this is mechanical: Because contribution levels are lower for out-group interactions without

observation (46 percent in InPrivate vs. 17 percent in OutPrivate), there is a greater scope

for observation to increase cooperation with out-groups. Yet, the mechanical explanation

seems insufficient: Observation can increase in-group cooperation (cf. Result 2), but observa-

tion causes slightly more people to cooperate with out-groups than in-groups (59 percent in

InObserve vs. 70 percent in OutObserved, all p′s > .148).

A second possible explanation is that the signaling value of cooperating may be greater

for interactions with out-group members compared to in-group members. From a Bayesian

perspective, the reputation that a participant has with the village leader will be a combina-

tion of (i) the village leader’s prior beliefs about the participant and (ii) the signal that the

participant sends with their action in the experiment. In interactions with in-group members,

prior beliefs about cooperation are likely well-established: People frequently engage with their

in-group, and their past behavior, reputation, and commitment to the group are known within

their social networks. Thus, a single cooperative act within the experiment is just one of many

signals contributing to a broader, stable impression of the participant’s social behavior. In

contrast, interactions with out-group members tend to be more sporadic, and prior beliefs

about the participant’s cooperative tendencies are less certain. This would lead the village

leader to put more weight on new signals, making cooperation with out-group members more

valuable for the participants.

This explanation is corroborated by previous literature that demonstrates how past infor-

mation influences the effect of observability. For example, Adloff and Pondorfer (2024) study

the role of social distance between participants and observers in a Dictator Game. They find

tributing), and it therefore does not speak to uncertainty in beliefs about the response of the other player.

Uncertainty could, e.g., matter for participants’ decisions if they seek to lower the probability with which

they are in a situation where they contribute and the other person does not contribute (cf. ‘sucker aversion’,

Wilkinson-Ryan, 2008; Bougherara et al., 2009). For instance, if participants who believe that the other player

contributes become more uncertain about this when facing a member of another village, this could lead to lower

contribution rates when facing an out-group member compared to an in-group member.
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that observation by distant observers have greater effects on behavior and argue that while

distant observers learn much from the behavioral signal in the experiment, “close observers

are likely well informed about the decision-makers personality and thus, hardly learn anything

new” (p. 4). Similarly, Exley (2018) find that individuals become less responsive to image

concerns when observers know their past histories of volunteering. In what she calls “the Rep-

utations Effect”, she argues that “if individuals’ reputations about past volunteer behavior are

public, choosing to volunteer may be less informative about their prosocial tendencies” (p. 1).

7 Conclusion

This paper addresses the key challenge of how to promote intergroup cooperation. Using a

lab-in-the-field experiment in Bougainville, Papua New Guinea, we first show that in-group

bias is a hindrance to intercommunity cooperation, as individuals are less likely to cooperate

with members of other communities than with members of their own community. Yet, when

individuals are observed by a key member of their own community, they are much more likely

to cooperate with members of other communities. In fact, observation has a greater effect

on cooperation for intergroup cooperation than intragroup cooperation, such that there is no

in-group bias when individuals are observed by an in-group member.

Our findings suggest that communities, organizations, and policymakers may leverage in-

group observation to improve intergroup cooperation when group members have a shared

understanding that intergroup cooperation is socially desirable. While this insight is gener-

ally applicable, it may be particularly important in areas with weak governance, as these rely

rather on social hierarchies and social pressures than on formal legislation, for which reason

many standard policy tools may not be available. For example, this is the case in the field

setting of this paper: Recent years have seen an increased focus on cooperation in relation to

community-based climate adaptation to mitigate the negative consequences of climate change

(e.g., McNamara and Buggy, 2017; Masud-All-Kamal and Nursey-Bray, 2021). Yet, coopera-

tion is often more difficult to sustain with out-groups, and most community-based adaptation

initiatives to date are small stand-alone activities that operate on a local scale (Forsyth, 2013).

This is insufficient for dealing with climate impacts that transcend geographical boundaries

and affect neighboring communities. Similarly, communities often need to work together to

eradicate diseases, ensure public safety, and improve infrastructure. In such situations, where

actions in one community directly affect neighboring communities, our study shows that even

making actions observable to others within the same community can improve intercommunity

cooperation.
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However, this study also has certain limitations. First, this study examines the conse-

quences of in-group observation given that intercommunity cooperation is seen as socially

desirable, but it does not explain why this is the case. We view this as an interesting next step

for future research. Second, the study was conducted in a specific cultural and geographical

context, and this may limit the external validity of the findings. Many researchers have called

for studies that examine non-WEIRD populations (Henrich et al., 2010), but it is important

for future studies to also examine how well the current findings replicate in other populations.

Another interesting avenue for future research is to examine how observability influences in-

group bias in collective decision-making. The current study focuses on individuals’ preferences,

but in some settings intergroup cooperation requires the groups to make a single decision, e.g.,

through a vote. In such contexts, individuals may further be influenced by other factors such

as expressive concerns (Brennan and Buchanan, 1984; Shayo and Harel, 2012). An interesting

question is whether in-group bias in such collective decisions are affected by, for example,

whether the individual votes are made public or not.
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Uğurlar, P., A. R. Dorrough, O. Isler, and O. Yilmaz (2025): “Shared Group Memberships Mitigate

Intergroup Bias in Cooperation,” Social Psychological and Personality Science, 16, 214–223.

Van Assche, J., H. Swart, K. Schmid, K. Dhont, A. Al Ramiah, O. Christ, M. Kauff, S. Rothmann,

M. Savelkoul, N. Tausch, R. Wölfer, S. Zahreddine, M. Saleem, and M. Hewstone (2023): “In-

tergroup Contact Is Reliably Associated with Reduced Prejudice, Even in the Face of Group Threat and

Discrimination,” The American Psychologist, 78, 761–774.

Vousdoukas, M. I., P. Athanasiou, A. Giardino, L. Mentaschi, A. Stocchino, R. E. Kopp,

P. Menéndez, M. W. Beck, R. Ranasinghe, and L. Feyen (2023): “Small Island Developing States

under Threat by Rising Seas Even in a 1.5 ◦C Warming World,” Nature Sustainability, 1–13.

Wadey, M., S. Brown, R. J. Nicholls, and I. Haigh (2017): “Coastal Flooding in the Maldives: An

Assessment of Historic Events and Their Implications,” Natural Hazards, 89, 131–159.
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A Additional Study Setting Description

A.1 Climate, Natural Resources, and Community-Based Adaptation

In this section, we provide further details about the impact of and adaptation to climate

change in Papua New Guinea (PNG) in general and Bougainville in particular. Similar to

other Pacific island states, PNG is heavily affected by climate change and its resulting natural

hazards (Lang et al., 2020; Vousdoukas et al., 2023). Towards the year 2090, the Pacific

Climate Change Science Program (PCCSP) expects that the climate in PNG will be marked

by (i) increasing temperatures, (ii) an increase in the incidence of very hot days, (iii) changing

rainfall patterns, (iv) an increase in the incidence of extreme rainfall days, and (v) less frequent

but more intense tropical cyclones (Power et al., 2011). Extreme temperatures and frequent

climate disasters such as cyclones, droughts, and flooding endanger vital harvests, especially

for coastal villages (Wadey et al., 2017; Bourke, 2018). Recent calculations have shown that

PNG has one of the highest ‘Expected Annual Number of People Exposed’ (EAPE) to coastal

flooding (Vousdoukas et al., 2023). Sea level rise occurs twice as quickly in PNG compared

to the global average with a pace of up to 10 mm/year (Nunn, 2013). In Bougainville, the

share of coastal communities is high, and climate change has made the relocation of entire

communities common practice (Bronen, 2014; Luetz and Havea, 2018), although the coastal

villagers are often strongly reluctant to relocate (Davies, 2002).

Despite the country’s vulnerability to climate change, PNG is richly endowed with natural

resources which provide natural protection against various natural hazards. For instance,

mangrove trees and coral reefs are of utmost importance for coastal communities of that

region (Warner, 2000). With their ability to act as natural barriers against storm surges and

coastal erosion, mangroves offer invaluable protection against the impacts of coastal flooding

and rising sea levels (Alongi, 2002). In a similar way, coral reefs serve as natural breakwaters,

reducing the vulnerability of coastal areas stemming from the wave energy of tsunamis and

cyclones (Wells et al., 2006). Thus, conserving marine resources is key for providing local

protection, as they reduce the impact of waves and storm surges (Wells et al., 2006). They

further contribute to coastal resilience, as they generate soil accumulation and thus stabilize

against erosion (Alongi, 2002).

All six villages in this study share the same characteristics of being a coastal community

with a high abundance of mangrove trees. Yet, natural resources give rise to a critical social

dilemma that all villages in this study face: On the one hand, exploiting natural resources

such as mangrove trees can be a major source of income because its timber is used as building

material and fire wood and commonly sold on local markets, and it is therefore financially
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beneficial to harvest mangrove trees. On the other hand, its preservation is key for protecting

coastal communities against natural hazards, such as coastal flooding or soil erosion, and this

protection benefits everyone. Thus, preserving these natural resources requires cooperation

across the villages that share the same coastline which is the case with the villages in our

sample.

The contribution to ‘community funds’ is common practice in the daily village life in

Bougainville. Such community funds are relevant when villagers contribute money, advice or

time for common projects, such as jointly repairing parts of the community’s church, or other

public spaces. We therefore decided to use a similar concept in the experimental game in order

to facilitate the understanding of the different strategies when deciding whether to cooperate.

In order to further investigate biases on different group levels, we mimic a cooperation setting

that not only involves cooperation of people within but also across villages. For this reason,

we enlarge the well-known concept of the ‘community fund’ to a ‘district climate fund’. To do

so, we use the topic of mangrove protection which represents a relevant topic for the villages

that share a coastline abundant in mangrove trees, as villagers are aware that the coastline

protection requires cooperation across villages.

One of the features of using common funds for community-based adaptation is that it

engages the people who are vulnerable to climate change themselves, thereby improving the

chances of finding solutions that are contextually relevant and sustainable (Kearney et al.,

2007; Nelson and Agrawal, 2008). The importance of community-based adaptation seems

particularly relevant for a setting like Bougainville, where the trust in politicians on a higher

level is extremely low. In our sample, we asked the villagers whether they trust (i) their national

politicians, (ii) the politicians in Bougainville, (iii) their district politicians, (iv) the Ward

politicians (comprising various communities in the region), and (v) the community leaders

(binary question). For the national, Bougainville, and district politicians, only between 7 and

12 percent respond ‘mostly yes’ to whether they trust their politicians. In contrast, almost half

of the participants (46 percent) respond ‘mostly yes’ to whether they trust their community

leaders. Trust, shared norms, and social networks that facilitate cooperation are central for

successful cooperation (Ostrom, 1990; Pretty and Ward, 2001). Yet, cooperation is often more

difficult to sustain with out-groups, and most community-based adaptation initiatives to date

are small stand-alone activities that operate on a local scale (Forsyth, 2013). This is, however,

insufficient for dealing with climate impacts that transcend geographical boundaries and affect

neighboring communities simultaneously.
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A.2 Sample Description

The main sample of the current experiment comprises 60-70 adults from each of the six villages,

yielding a total sample of 402 villagers. On average, participants in this study are around 36

years old, and 52 percent are female. The average participant has completed around 8 years

of schooling and report having a weekly income of 72 Kina, to which non-financial earnings

through harvests, etc. are usually added. For this reason, the weekly income variable only

provides a proxy for the participants’ socio-economic status (we report a series of robustness

checks to this effect in Section C). Other indicators of socio-economic status include the amount

of money charged to the phone and the frequency of internet usage. Yet, given the sparse

electric infrastructure in the study villages, many participants (79 percent) never use the

internet, and 50 percent of the sample does not charge any money on their phone. We do see,

however, that 20 percent of the sample uses the internet at least once a week, and 17 percent

have more than 100 Kina on their phones. We also find that 72 percent of the villagers

currently live in the village they were born in.

Bougainvillians are predominantly Christians and the weekly church visits are usually

perceived as an important element of the villagers’ social life. Thus, in our sample 77 percent

of villagers report to attend church once a week, while 20 percent visit the church more

often than that. Apart from religious encounters that represent an important component of

Bougainvillian societies, community engagement is perceived as highly important. On average

89 percent report to engage in community activities on a regular basis, where “activities” imply

that the villagers provide time, money, advice or a combination of these. This importance of

community engagement corroborates our results from the vignettes presented in Appendix

D.1, showing that free-riding is not socially appropriate.

Tables A1 and A2 break these summary statistics down by treatment, showing in general

no major treatment differences, which is to be expected given the randomization of participants

into treatments.

As described in the previous section, the island of Bougainville is heavily influenced by

climate change. It is thus not surprising that on average 97 percent of our sample reports to

believe in climate change. This has led many people to engage in measures that protect them

against the consequences of climate change: On average, 72 percent of the sample reports to

have engaged in some kind of climate adaptation measure before. Approximately 20 percent

of the sample reports to not feel safe from environmental hazards in their coastal village,

whereas 74 percent of the participants report that they have feared environmental hazards

or environmental changes for food security reasons. Apart from food shortage, flooding is

the second most-mentioned fear that causes participants to not feel safe from environmental
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Table A1: Demographics by Treatment

InPrivate OutPrivate InObserve OutObserve Total

Age 34.82 37.63 38.71 34.57 36.24

(13.79) (14.76) (13.28) (13.02) (13.84)

Years of Schooling 8.08 7.90 8.03 8.20 8.05

(2.21) (2.73) (2.17) (2.27) (2.36)

Weekly Income 77.10 56.18 79.11 77.80 71.99

(135.51) (80.29) (143.89) (219.17) (149.99)

Notes: The table shows mean values for each treatment and for the total sample, and it reports standard

errors in parentheses. Weekly Income is measured in local currency Kina (1 EUR = 3.9 Kina).

hazards in their villages.

We also elicited self-reported knowledge, experience and attitudes of the participants with

respect to environmental hazards influenced by climate change. In particular, we asked par-

ticipants about eight environmental hazards: Floods, tsunamis, earthquakes, sea levels rise,

droughts, erosion, change in weather patterns, and food shortage. For each environmental

hazard, the participant indicated (i) whether they had heard about the hazard, (ii) whether

they had directly experienced the hazard, and (iii) to what extent they think that the envi-

ronmental hazard is important for Bougainville. Throughout, we find that hazards of food

shortage, flooding, and drought take central stage, whereas earthquakes and erosions seem to

matter less to the participants.

On average, the participants have heard about 84 percent of the eight environmental haz-

ards. The most well-known are food shortage (98 percent) and floods (91 percent), whereas the

least well-known are changes in weather patterns (73 percent) and erosion (74 percent). On

average, participants have experienced 39 percent of the hazards.1 Most participants report

to have experienced food shortage (66 percent), drought (55 percent), and floods (52 percent),

whereas the environmental hazards that the fewest participants report to have experienced are

earthquakes (14 percent) and erosion (16 percent).

Participants are more likely to rate all hazards as “Somewhat relevant” than irrelevant or

very relevant. The hazards that are rated “Very relevant” by the most participants are food

shortage (26 percent), floods (23 percent), and drought (19 percent). In contrast, the hazards

less likely to be rated as “Very relevant” include earthquakes (4 percent), weather change (8

1For the question of whether participants have been harmed by any of the environmental hazards, we do not

ask about the change in weather patterns, as it is a more general notion that may be difficult for participants

to confidently answer yes or no to.

39



Table A2: Sample Characteristics by Treatment

InPrivate OutPrivate InObserve OutObserve Total

Gender

Male 50% 50% 39% 49% 48%

Female 50% 50% 61% 51% 52%

Frequency of Internet Usage

Never 75% 77% 86% 80% 79%

Once a Month 2% 1% 1% 0% 1%

Once a Week 14% 16% 10% 13% 14%

Several Times a Week 4% 4% 1% 3% 3%

Every day 4% 2% 1% 3% 3%

Money on Phone

0 45% 50% 58% 49% 50%

K5 7% 3% 4% 14% 7%

K10 6% 11% 6% 7% 7%

K30 13% 17% 8% 11% 13%

K100 8% 6% 4% 5% 6%

+K100 21% 13% 19% 13% 17%

Frequency of Church Attendance

Never 2% 3% 0% 1% 2%

Once a Year 2% 0% 0% 1% 1%

Once a Month 0% 2% 0% 1% 1%

Once a Week 76% 75% 80% 78% 77%

Several Times a Week 15% 9% 7% 8% 10%

Every day 6% 12% 13% 11% 10%

Community Engagement

No 8% 13% 8% 14% 11%

Yes 92% 87% 92% 86% 89%

Born in Village

No 28% 32% 32% 20% 28%

Yes 72% 68% 68% 80% 72%

percent), and erosion (10 percent).

Table A3 breaks the summary statistics across all hazards down by treatment, showing

again no major treatment differences. This provides further support to the successful random-

ization of participants into treatments.
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In Appendix D.2, we show that neither perceived safety from environmental hazards, en-

gagement in climate adaptation measures, fear for food security, climate knowledge, climate

attitudes, nor climate experience interacts with the treatments in the experiment. This sug-

gests that although the framing was useful for helping participants understand the experiment,

it did not influence the treatment effects.

Table A3: Responses to Climate Questions by Treatment

InPrivate OutPrivate InObserve OutObserve Total

Believe in Climate Change 0.97 0.98 0.94 0.97 0.97

Engaged in Climate Adaptation 0.70 0.75 0.75 0.69 0.72

Safety Perception 0.85 0.79 0.79 0.71 0.79

Fear for Food Security 0.64 0.78 0.81 0.79 0.74

Climate Knowledge 0.83 0.83 0.86 0.86 0.84

Climate Attitudes 0.37 0.39 0.38 0.42 0.39

Climate Experience 0.38 0.37 0.40 0.39 0.39

Notes: Believe in Climate Change, Engagement in Climate Adaptation, Perceived Safety from Disasters, and Fear for

Food Security are all binary questions. Climate Knowledge is the share of natural hazards that the participant reported

to have heard about. Climate Attitudes is the average relevance score given by the participant to each of the natural

hazards (standardized between 0 and 1). Climate Experience is the share of the natural hazards that the participant has

experienced.

B Power Analysis

Pre-registered Sample of 360 Participants. We pre-registered to aim for a sample of

approximately 360 participants, depending on what would be practically feasible in the field in

Bougainville, Papua New Guinea. To examine the statistical power of our analysis with such

a sample, we conducted power simulations in Stata (version 18) using logit regressions. For

the power simulations, we decide to be agnostic about the potential explanatory power of the

control variables that we use in our analysis, implying that we do not factor in the efficiency

gain from including the control variables. For this reason, we consider the power estimates to

be conservative.

For the power simulations, we assume as a baseline that the share of participants cooper-

ating is 0.37, following the mega study on Prisoner’s Dilemma games by Mengel (2018). We

took this as the level of cooperation in the InPrivate treatment and examined our power to

detect increases in cooperation following from observation and decreases in cooperation fol-

lowing from interacting with members of the out-group in private. We expected a power of .8
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to detect decreases in cooperation (following from out-group interaction in private, cf. H1) of

approximately 18 percentage points. In addition, we expected a power of .8 to detect increases

in cooperation (following from observation, cf. H2) of approximately 22 percentage points.

Calculating the power to detect the interaction effect is complicated by the fact that the

power depends not only on the interaction but also the baseline effects of the group condi-

tion in private and the observation condition when interacting with in-groups. Computing

the power with respect to the interaction effect is further complicated by the fact that the

interaction may be both positive and negative, cf. H3. We examine the power to detect the

interaction effect for all combinations of group effects of {0, .1, .2, .3} and observation effects

of {0, .05, .1, .15, .2, .25, .3}. Across all 21 combinations of different possible effects, we find

that we have approximately .8 power to detect negative interaction effects of 18-29 percentage

points and positive interaction effects of 14-27 percentage points.

Actual Sample of 402 Participants. The practical circumstances in the field enabled

us to collect slightly more data than we pre-registered, leaving us with a total sample of

402 participants. To examine the actual power of the study, we therefore update our power

analyses to the actual number of participants. We keep all other parameters of the power

analysis constant, however, to avoid issues of ex-post power calculations (Hoenig and Heisey,

2001).

With the additional participants, we expect a power of .8 to detect decreases in cooperation

(following from out-group interaction in private, cf. H1) of approximately 16 percentage

points. In addition, we expect a power of .8 to detect increases in cooperation (following from

observation, cf. H2) of approximately 19 percentage points.

Again, we face additional complications for calculating the power to detect the interaction

effect. Across the same 21 combinations of different possible effects for H1 and H2, we find

that we have approximately .8 power to detect negative interaction effects of 15-27 percentage

points and positive interaction effects of 12-26 percentage points.

C Robustness

C.1 Linear Probability Model

In the following, we examine the robustness of the results presented in Section 5 to using a

linear probability model (LPM) instead of a logit regression. Looking first at H1, we find

that the effect is robust to using LPM and statistically significant for all levels of controls

(p < .001, cf. Table C4). Using all control variables, we find that participants who decide in
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private on average become 25 percentage points less likely to contribute to the climate fund

when interacting with a member of another village (p < .001).

Table C4: H1: In-Group Bias and Contribution Levels, LPM

(1) (2) (3)

Out-group -0.29*** -0.28*** -0.25***

(0.06) (0.06) (0.06)

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Observations 234 220 185

Notes: Linear Probability Model with contribution (binary) as the de-

pendent variable. The sample comprises only participants who were not

observed. The demographic controls are age, gender, years of schooling,

weekly income, and community engagement. The attitudinal controls are

perceptions of altruism, perceptions of fairness, trust, and risk preferences.

Robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

Looking next at H2, we note that the result is also robust to using an LPM instead of logit

regressions. Specifically, the effect is marginally significant without controls (p = .066), and it

becomes significant when adding demographic controls (p = .039) and highly significant when

also including attitudinal controls (p = .009), cf. Table C5.

Table C5: H2: Observation and Contribution Levels, LPM

(1) (2) (3)

Observation 0.13* 0.15** 0.22***

(0.07) (0.07) (0.08)

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Observations 200 187 155

Notes: Linear Probability Model with contribution (binary) as the

dependent variable. The sample comprises only participants who

interacted with a member of their own village. The demographic

controls are age, gender, years of schooling, weekly income, and

community engagement. The attitudinal controls are perceptions of

altruism, perceptions of fairness, trust, and risk preferences. Robust

standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Finally, we consider H3. First, we notice in a joint regression including the interaction

between observation and group matching that participants are significantly less likely to con-

tribute when they are matched with out-groups (24 percentage points, p < .001), and that

they are significantly more likely to contribute when they are matched with in-groups (23

percentage points, p = .005). The interaction is significant such that observation is even more

important for out-groups (31 percentage points, p = .004), such that there is no effect of group

matching when people are observed (p = .400). The interaction is statistically significant also

when not including controls or when including only demographic controls (p < .001), cf. Table

C6.

Table C6: H3: Interaction Effect of In-Group Bias and Observation on Contributions, LPM

(1) (2) (3)

Out-group -1.45*** -1.49*** -0.24***

(0.31) (0.33) (0.06)

Observation 0.54* 0.64** 0.23***

(0.30) (0.31) (0.08)

Observation × Out-group 1.92*** 1.85*** 0.31***

(0.45) (0.48) (0.11)

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Observations 402 379 315

Notes: Linear Probability Model with contribution (binary) as the dependent

variable. The demographic controls are age, gender, years of schooling, weekly

income, and community engagement. The attitudinal controls are perceptions

of altruism, perceptions of fairness, trust, and risk preferences. Robust stan-

dard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

C.2 Sample Restrictions Based on Control Questions

In the following, we examine the robustness of the results presented in Section 5 to excluding

participants who make many mistakes when answering the control questions. As explained in

Section 3, participants were asked a series of control questions to ensure their understanding

of the experimental design. If the participants made two mistakes when answering the control

questions, the experimenter explained again the rules of the experiment. Yet, because of time

constraints in some sessions, not all eight control questions were asked to all participants. In

this section, we show that our results are robust to various sample restrictions based on the
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control questions, suggesting that our results are not influenced by misunderstanding of the

experimental instructions nor the fact that not all participants received all control questions.

We first examine the results concerning H1. As seen in Table C7, the treatment effect is

robust to and is statistically significant when (i) excluding the few participants who did not

answer any control questions (all p′s < .001), (ii) excluding participants who did not answer

all control questions (all p′s < .001), (iii) excluding participants who made more than four

mistakes in total (all p′s < .009), or (iv) excluding participants who did not answer four control

questions correctly (all p′s < .001).

Table C7: H1: In-Group Bias and Contribution Levels, Restrictions From Control Questions

(1) (2) (3)

Exclude participants without control questions

Out-group -0.31*** -0.29*** -0.26***

(0.06) (0.06) (0.06)

Observations 234 220 185

Exclude participants who did not answer all control questions

Out-group -0.31*** -0.29*** -0.25***

(0.06) (0.06) (0.07)

Observations 203 200 168

Exclude participants who made more than four mistakes in total

Out-group -0.25*** -0.24*** -0.20***

(0.06) (0.07) (0.07)

Observations 195 181 152

Exclude participants who did not answer four control questions correctly

Out-group -0.29*** -0.27*** -0.24***

(0.06) (0.06) (0.06)

Observations 204 201 171

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Notes: Logit regression with contribution (binary) as the dependent variable. The sample comprises only

participants who were not observed. The demographic controls are age, gender, years of schooling, weekly income,

and community engagement. The attitudinal controls are perceptions of altruism, perceptions of fairness, trust,

and risk preferences. Coefficients are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

We next examine the results concerning H2. As in the analysis in Section 5, the treat-
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ment effect is marginally statistically significant without controls, and it becomes statistically

significant when including all controls. As seen in Table C8, the treatment effect is at least

marginally statistically significant when (i) excluding the few participants who did not answer

any control questions (all p′s < .092), (ii) excluding participants who did not answer all control

questions (all p′s < .087), (iii) excluding participants who made more than four mistakes in

total (all p′s < .077), or (iv) excluding participants who did not answer four control questions

correctly (all p′s < .075).

Table C8: H2: Observation and Contribution Levels, Restrictions From Control Questions

(1) (2) (3)

Exclude participants without control questions

Observation 0.13* 0.14* 0.20**

(0.08) (0.07) (0.08)

Observations 185 181 150

Exclude participants who did not answer all control questions

Observation 0.14* 0.15* 0.20**

(0.08) (0.08) (0.09)

Observations 166 163 135

Exclude participants who made more than four mistakes in total

Observation 0.14* 0.16* 0.23**

(0.08) (0.08) (0.09)

Observations 170 157 127

Exclude participants who did not answer four control questions correctly

Observation 0.14* 0.16* 0.20**

(0.08) (0.08) (0.09)

Observations 170 166 137

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Notes: Logit regression with contribution (binary) as the dependent variable. The sample comprises only

participants who were not observed. The demographic controls are age, gender, years of schooling, weekly income,

and community engagement. The attitudinal controls are perceptions of altruism, perceptions of fairness, trust,

and risk preferences. Coefficients are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

Finally, we examine the results concerning H3. As seen in Table C9, the interaction effect is

statistically significant when (i) excluding the few participants who did not answer any control
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questions (all p′s < .002), (ii) excluding participants who did not answer all control questions

(all p′s < .002), (iii) excluding participants who made more than four mistakes in total (all

p′s < .018), or (iv) excluding participants who did not answer four control questions correctly

(all p′s < .004).
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Table C9: H3: Interaction Effect of In-Group Bias and Observation on Contributions, Restric-

tions From Control Questions

(1) (2) (3)

Exclude participants without control questions

Out-group -0.29*** -0.29*** -0.25***

(0.05) (0.05) (0.06)

Observation 0.11 0.13* 0.19**

(0.07) (0.07) (0.08)

Observation × Out-group 0.40*** 0.38*** 0.35***

(0.07) (0.08) (0.10)

Observations 375 368 305

Exclude participants who did not answer all control questions

Out-group -0.29*** -0.28*** -0.25***

(0.05) (0.05) (0.06)

Observation 0.12* 0.14* 0.20**

(0.08) (0.08) (0.08)

Observation × Out-group 0.40*** 0.38*** 0.36***

(0.08) (0.08) (0.10)

Observations 344 338 280

Exclude participants who made more than four mistakes in total

Out-group -0.24*** -0.23*** -0.20***

(0.06) (0.06) (0.07)

Observation 0.13* 0.16* 0.23**

(0.08) (0.08) (0.09)

Observation × Out-group 0.36*** 0.33*** 0.29**

(0.09) (0.09) (0.12)

Observations 347 324 269

Exclude participants who did not answer four control questions correctly

Out-group -0.28*** -0.27*** -0.23***

(0.05) (0.06) (0.06)

Observation 0.13* 0.15** 0.21**

(0.07) (0.08) (0.09)

Observation × Out-group 0.39*** 0.36*** 0.34***

(0.08) (0.09) (0.11)

Observations 355 348 290

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Notes: Logit regression with contribution (binary) as the dependent variable. The demographic controls are age,

gender, years of schooling, weekly income, and community engagement. The attitudinal controls are perceptions of

altruism, perceptions of fairness, trust, and risk preferences. Coefficients are average partial effects, robust standard

errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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C.3 Restricting to All Control Variables Elicited

In the analysis presented in Section 5, all specifications include all participants who responded

to the control variables used for the respective specification. While this likely maximizes the

power within each specification, as it uses the data from more participants, it also implies that

specifications differ both in what variables are used as well as in what participants are included.

In the following, we examine the robustness of the results to instead using throughout only

data from the participants who answered the demographic and attitudinal variables.

Looking first at H1, we find that the effect is robust in all specifications to including only

the participants who answered all demographic and attitudinal variables (p < .001, cf. Table

C10).

The results for H2 are also robust to including only the participants who provide answers

for all demographic and attitudinal control variables. Specifically, the effect is statistically

significant in all specifications (all p′s < .009, cf. Table C10).

Finally, we consider H3. We again find that our results are robust to including only

the participants who answer all demographic and attitudinal questions. In particular, the

interaction is significant such that observation is even more important for out-groups (all

p′s < .002, cf. Table C10), and there is no effect of group matching when people are observed

(p = .433).
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Table C10: Restricting to Participants Who Answered All Controls

(1) (2) (3)

H1: In-Group Bias and Contribution Levels

Out-group -0.22*** -0.23*** -0.24***

(0.06) (0.06) (0.06)

Observations 185 185 185

H2: Observation and Contribution Levels

Observation 0.24*** 0.23*** 0.22***

(0.08) (0.08) (0.08)

Observations 155 155 155

H3: Interaction Effect of In-Group Bias and Observation on Contributions

Out-group -0.23*** -0.24*** -0.24***

(0.06) (0.06) (0.06)

Observation 0.22*** 0.21*** 0.21***

(0.08) (0.08) (0.08)

Observation × Out-group 0.33*** 0.33*** 0.34***

(0.10) (0.10) (0.10)

Observations 315 315 315

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Notes: Logit regression with contribution (binary) as the dependent variable. The demographic controls are age,

gender, years of schooling, weekly income, and community engagement. The attitudinal controls are perceptions of

altruism, perceptions of fairness, trust, and risk preferences. Coefficients are average partial effects, robust standard

errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

C.4 Excluding Participants Flagged by Experimenters

When conducting the experiment, the experimenters flagged a total of 10 participants (2.5

percent of the sample) where it was unclear whether the session worked as intended, for exam-

ple, if the village leader in the observed condition seemed absent-minded, or if the participant

tried to cooperate by contributing another amount than the K7 stated in the instructions. As

we show below, the results are robust to excluding these 10 participants.

Looking first at H1, we find that the effect is robust in all specifications to excluding the

10 flagged participants (p < .001, cf. Table C11).

The results for H2 are also robust to excluding the 10 flagged participants. Specifically,
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the effect is at least marginally statistically significant in all specifications (all p′s < .068, cf.

Table C11) and statistically significant when including control variables.

Finally, we consider H3. When excluding the 10 flagged participants, we find that the

interaction is significant such that observation is even more important for out-groups (all

p′s < .001, cf. Table C11), and there is no effect of group matching when people are observed

(p = .219).

Table C11: Restricting to Participants Who Were Not Flagged by Experimenters

(1) (2) (3)

H1: In-Group Bias and Contribution Levels

Out-group -0.30*** -0.29*** -0.24***

(0.06) (0.06) (0.06)

Observations 231 217 182

H2: Observation and Contribution Levels

Observation 0.13* 0.15** 0.22***

(0.07) (0.07) (0.08)

Observations 198 185 153

H3: Interaction Effect of In-Group Bias and Observation on Contributions

Out-group -0.28*** -0.28*** -0.24***

(0.05) (0.05) (0.06)

Observation 0.12* 0.13* 0.20**

(0.07) (0.07) (0.08)

Observation × Out-group 0.44*** 0.42*** 0.40***

(0.07) (0.07) (0.09)

Observations 392 369 307

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Notes: Logit regression with contribution (binary) as the dependent variable. The demographic controls are age,

gender, years of schooling, weekly income, and community engagement. The attitudinal controls are perceptions of

altruism, perceptions of fairness, trust, and risk preferences. Coefficients are average partial effects, robust standard

errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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C.5 Excluding Village Leaders From the Sample

Before the village leaders observed the participants in the observed conditions, they were

randomly assigned to either the InPrivate or the OutPrivate treatment and made a decision in

the experiment. Because village leaders are thus also villagers taking part in the experiment,

the analysis presented in Section 5 includes the data from eight village leaders. Yet, as we

discuss in Section D.3, there may be different expectations concerning the village leaders than

other villagers. In this section, we show that our results are robust to excluding the eight

village leaders.

Looking first at H1, we find that the effect is robust in all specifications to excluding the

village leaders (p < .001, cf. Table C12).

The results for H2 are also robust to excluding the village leaders. Specifically, the effect is

at least marginally statistically significant in all specifications (all p′s < .085, cf. Table C12)

and statistically significant when including control variables.

Finally, we consider H3. When excluding the village leaders, we find that the interaction

is significant such that observation is even more important for out-groups (all p′s < .001, cf.

Table C12), and there is no effect of group matching when people are observed (p = .433).
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Table C12: Excluding Village Leaders From the Sample

(1) (2) (3)

H1: In-Group Bias and Contribution Levels

Out-group -0.30*** -0.29*** -0.24***

(0.06) (0.06) (0.06)

Observations 226 216 185

H2: Observation and Contribution Levels

Observation 0.13* 0.15** 0.22***

(0.07) (0.07) (0.08)

Observations 196 185 155

H3: Interaction Effect of In-Group Bias and Observation on Contributions

Out-group -0.29*** -0.28*** -0.24***

(0.05) (0.05) (0.06)

Observation 0.11* 0.14* 0.21***

(0.07) (0.07) (0.08)

Observation × Out-group 0.40*** 0.38*** 0.34***

(0.07) (0.08) (0.10)

Observations 394 375 315

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Notes: Logit regression with contribution (binary) as the dependent variable. The demographic controls are age,

gender, years of schooling, weekly income, and community engagement. The attitudinal controls are perceptions of

altruism, perceptions of fairness, trust, and risk preferences. Coefficients are average partial effects, robust standard

errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

C.6 Income Proxies

As explained in Section 3, we seek to control for the income of the participants, and we control

for the participants’ self-reported weekly incomes in the main analysis presented in Section 5.

Yet, because the majority of people does not earn money but live in a self-sufficient manner,

often using barter, questions about monetary income do not provide sufficient information

about how materially well-off participants are. We therefore also ask participants about their

money-recharging values on their cell phones, and we ask participants about how often they

use the internet. Such questions about cell phones and internet use also have drawbacks,

however, as many villagers do not have cell phones or may have little to no internet reception
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in the village. We show in this section that our results are robust to the different proxies for

the income of participants.

In the following, we test the hypotheses using each of the three income proxies separately

and jointly, using internet frequency and money-recharging value on phone as discrete variables.

In doing so, we note that the money-recharging value correlates significantly with internet

frequency (Spearman’s ρ = .483, p < .001) and weekly income (Spearman’s ρ = .139, p <

.006), whereas internet frequency and weekly income are uncorrelated (Spearman’s ρ = .003,

p < .961).

Examining first H1, we find that the treatment effect is robust and statistically significant

across all specifications (all p′s < .001, cf. Table C13).
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Table C13: H1: In-Group Bias and Contribution Levels, Different Income Proxies

(1) (2) (3) (4) (5) (6) (7) (8)

Out-group -0.28*** -0.24*** -0.29*** -0.25*** -0.30*** -0.25*** -0.28*** -0.25***

(0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.06)

Weekly Income 0.00 0.00 0.00 0.00

(0.00) (0.00) (0.00) (0.00)

Phone: K5 0.10 0.18 0.08 0.23

(0.17) (0.21) (0.17) (0.24)

Phone: K10 -0.02 0.06 0.00 0.18

(0.11) (0.12) (0.12) (0.13)

Phone: K30 -0.08 -0.07 -0.08 -0.03

(0.10) (0.10) (0.10) (0.10)

Phone: K100 -0.07 -0.05 -0.07 -0.01

(0.11) (0.12) (0.12) (0.13)

Phone: +K100 -0.03 0.01 0.00 0.08

(0.09) (0.11) (0.10) (0.13)

I: Once a Week -0.10 -0.10 -0.07 -0.11

(0.09) (0.09) (0.10) (0.09)

I: Several Times a Week 0.03 -0.17 0.04 -0.22***

(0.15) (0.11) (0.16) (0.08)

I: Every day -0.14 -0.17* -0.14 -0.19**

(0.13) (0.09) (0.13) (0.09)

Demographic Controls Yes Yes Yes Yes Yes Yes Yes Yes

Attitudinal Controls No Yes No Yes No Yes No Yes

Observations 220 185 220 185 212 177 212 177

Notes: Logit regression with contribution (binary) as the dependent variable. The sample comprises only participants who were not

observed. The discrete “I:” variable describes the frequency of internet use with “Never” as the baseline category and “Once a Month”

omitted because of too few observations. The demographic controls are age, gender, years of schooling, and community engagement.

The attitudinal controls are perceptions of altruism, perceptions of fairness, trust, and risk preferences. Coefficients are average partial

effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

Looking next at H2, we find that the treatment effect is at least marginally statistically

significant across all specifications. As seen in Table C14, all specifications that do not include

attitudinal control variables yield at least marginally statistically significant effects (all p′s <

.094), and all specifications that include also attitudinal controls yield statistically significant

results (all p′s < .026).
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Table C14: H2: Observation and Contribution Levels, Different Income Proxies

(1) (2) (3) (4) (5) (6) (7) (8)

Observation 0.15** 0.22*** 0.13* 0.19** 0.13* 0.19** 0.13* 0.20**

(0.07) (0.08) (0.07) (0.08) (0.08) (0.08) (0.07) (0.08)

Weekly Income -0.00 -0.00* -0.00 -0.00

(0.00) (0.00) (0.00) (0.00)

Phone: K5 -0.17 -0.30 -0.06 -0.03

(0.17) (0.19) (0.17) (0.22)

Phone: K10 -0.03 0.10 0.02 0.20

(0.16) (0.18) (0.17) (0.18)

Phone: K30 -0.21* -0.27** -0.12 -0.16

(0.12) (0.13) (0.13) (0.14)

Phone: K100 -0.02 -0.03 0.05 0.07

(0.15) (0.15) (0.14) (0.15)

Phone: +K100 -0.07 -0.05 0.05 0.10

(0.09) (0.10) (0.10) (0.11)

I: Once a Month -0.21 -0.13 -0.23 -0.24

(0.23) (0.21) (0.23) (0.21)

I: Once a Week -0.23** -0.29*** -0.24** -0.31***

(0.10) (0.09) (0.10) (0.09)

I: Several Times a Week -0.13 -0.14 -0.13 -0.26

(0.23) (0.21) (0.24) (0.16)

I: Every day -0.23 -0.21 -0.28* -0.29**

(0.16) (0.14) (0.16) (0.14)

Demographic Controls Yes Yes Yes Yes Yes Yes Yes Yes

Attitudinal Controls No Yes No Yes No Yes No Yes

Observations 187 155 188 156 187 155 186 154

Notes: Logit regression with contribution (binary) as the dependent variable. The sample comprises only participants who

interacted with a member of their own village. The discrete “I:” variable describes the frequency of internet use with “Never”

as the baseline category. The demographic controls are age, gender, years of schooling, and community engagement. The

attitudinal controls are perceptions of altruism, perceptions of fairness, trust, and risk preferences. Coefficients are average

partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

Finally, looking at H3, we find that our results are robust to the different proxies for income,

as the interaction is positive and statistically significant across all specifications, implying that

observation is even more important for out-groups (all p′s < .002, cf. Table C16). Across all

specifications, we again see that there is no effect of group matching when people are observed

(all p′s > .260).
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Table C15: H3: Interaction Effect of In-Group Bias and Observation on Contributions, Dif-

ferent Income Proxies

(1) (2) (3) (4) (5) (6) (7) (8)

Out-group -0.28*** -0.24*** -0.28*** -0.23*** -0.28*** -0.24*** -0.28*** -0.23***

(0.05) (0.06) (0.05) (0.06) (0.05) (0.06) (0.05) (0.06)

Observation 0.14** 0.21*** 0.13* 0.19** 0.12* 0.18** 0.13* 0.20**

(0.07) (0.08) (0.07) (0.08) (0.07) (0.08) (0.07) (0.08)

Observation × Out-group 0.38*** 0.34*** 0.38*** 0.35*** 0.39*** 0.37*** 0.38*** 0.35***

(0.08) (0.10) (0.08) (0.10) (0.08) (0.10) (0.08) (0.10)

Weekly Income -0.00 -0.00 -0.00 -0.00

(0.00) (0.00) (0.00) (0.00)

Phone: K5 -0.02 -0.03 0.02 0.05

(0.11) (0.13) (0.11) (0.14)

Phone: K10 -0.09 -0.01 -0.06 0.07

(0.10) (0.11) (0.10) (0.11)

Phone: K30 -0.07 -0.07 -0.03 -0.00

(0.08) (0.08) (0.08) (0.08)

Phone: K100 -0.03 -0.01 -0.01 0.02

(0.10) (0.11) (0.10) (0.11)

Phone: +K100 -0.01 0.04 0.05 0.12

(0.07) (0.08) (0.08) (0.08)

I: Once a Month -0.19 -0.18 -0.20 -0.24*

(0.18) (0.15) (0.17) (0.14)

I: Once a Week -0.08 -0.10 -0.09 -0.13

(0.08) (0.08) (0.08) (0.08)

I: Several Times a Week -0.03 -0.18 -0.02 -0.22*

(0.14) (0.13) (0.15) (0.13)

I: Every day -0.25* -0.24* -0.27** -0.29**

(0.13) (0.13) (0.12) (0.11)

Demographic Controls Yes Yes Yes Yes Yes Yes Yes Yes

Attitudinal Controls No Yes No Yes No Yes No Yes

Observations 379 315 380 316 373 309 372 308

Notes: Logit regression with contribution (binary) as the dependent variable. The sample comprises only participants who were not

observed. The discrete “I:” variable describes the frequency of internet use with “Never” as the baseline category. The demographic

controls are age, gender, years of schooling, and community engagement. The attitudinal controls are perceptions of altruism, perceptions

of fairness, trust, and risk preferences. Coefficients are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

C.7 Village Fixed Effects

In the following, we examine the robustness of the results presented in Section 5 to including

village fixed effects in all specifications. Looking first at H1, we find that the effect is robust

to including village fixed effects and statistically significant for all levels of controls (p < .001,
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cf. Table C16). Using all control variables, we find that participants who decide in private on

average become 25 percentage points less likely to cooperate when interacting with a member

of another village than with a member of their own village (p < .001).

The results for H2 are also robust to including village fixed effects. Specifically, the effect

is statistically significant in all specifications (all p′s < .032, cf. Table C16).

Finally, we consider H3. We again find that our results are robust to including village

fixed effects, as the interaction is significant such that observation is even more important for

out-groups (32 percentage points, p = .003, cf. Table C16), implying that there is no effect of

group matching when people are observed (p = .519).

C.8 Clustering

Clustering occurs when error terms are correlated within groups but are independent across

groups, and it poses problems for statistical inference: the correlation of the error terms often

leads to standard errors that are biased downwards, thereby causing an over-rejection of the

null hypotheses (Cameron and Miller, 2015). Such groups could e.g. be villages in the current

study, where one might worry that correlation in behavior between villagers from the same

village could influence the results of our inference. In the main specifications reported in

Section 5, we estimate models with standard errors that are robust to heteroscedasticity but

not to clustering. The reason for this is that participants were randomized into treatments

within villages, ensuring that the treatment variable is uncorrelated with possible clusters.

As Cameron and Miller (2015) note (p. 334): “If a key regressor is randomly assigned within

clusters, or is as good as randomly assigned, then the within-cluster correlation of the regressor

is likely to be zero. Thus, there is no need to cluster standard errors even if the model’s errors

are clustered.” To test whether this holds in our setting, we compute the intraclass correlation

(ICC) for the villages using the ANOVA estimator (loneway in Stata 18). The ICC measures

the proportion of residual variance attributable to differences between villages. Across all

hypotheses and specifications, we find negligible ICCs: For H1, we find ICCs of ρ = .003,

ρ = .007, and ρ = .015. For H2, they are ρ = .024, ρ = .017, and ρ = .017. And for H3, they

are ρ < .001, ρ = .019, and ρ = .021. All 9 ICCs have confidence intervals that include zero

and upper bounds that never exceed .090. This indicates that village-level clustering explains

little to no residual variance, and this corroborates the approach taken in Section 5, where we

do not adjust the heteroscedasticity-robust standard errors to clustering.

Still, we examine in this section the robustness of our results for using cluster-robust

inference. First, we examine the results using cluster-robust standard errors (CRSE). Across

the different levels of control, we find that the treatment effects are statistically significant
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Table C16: Including Village Fixed Effects

(1) (2) (3)

H1: In-Group Bias and Contribution Levels, Village Fixed Effects

Out-group -0.29*** -0.28*** -0.25***

(0.06) (0.06) (0.06)

Observations 234 220 185

H2: Observation and Contribution Levels, Village Fixed Effects

Observation 0.15** 0.18** 0.24***

(0.07) (0.07) (0.08)

Observations 200 187 155

H3: Interaction Effect of In-Group Bias and Observation on Contributions

Out-group -0.27*** -0.28*** -0.23***

(0.05) (0.05) (0.06)

Observation 0.12* 0.14** 0.22***

(0.07) (0.07) (0.08)

Observation × Out-group 0.39*** 0.37*** 0.32***

(0.07) (0.08) (0.10)

Observations 402 379 315

Demographic Controls No Yes Yes

Attitudinal Controls No No Yes

Village Fixed Effects Yes Yes Yes

Notes: Logit regression with contribution (binary) as the dependent variable. The demographic controls are age,

gender, years of schooling, weekly income, and community engagement. The attitudinal controls are perceptions of

altruism, perceptions of fairness, trust, and risk preferences. Coefficients are average partial effects, robust standard

errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01

when using CRSE for both H1 (all p′s < .001), H2 (p = .060, p = .032, and p = .009), and H3

(p = .002, p = .013, and p = .008).

One problem with using CRSE is that it tends to underestimate standard errors when

the number of clusters is small, leading to inflated Type I error rates (Cameron and Miller,

2015). As we have only six villages in our sample, we therefore also examine the robustness of

our results to using the score wild cluster bootstrap, which is a method tailored to conducting

inference with few clusters after maximum likelihood estimation (e.g. our primary specification

relying on logit models, Kline and Santos, 2012). To estimate the models with only six clusters,
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we use the weights proposed by Webb (2023), which are recommended for conducting wild

cluster bootstrap for fewer than 10 clusters (Cameron and Miller, 2015). Again, we find across

the different levels of control that the treatment effects are statistically significant when using

score wild cluster bootstrap for both H1 (p = .009, p = .005, and p = .002), H2 (p = .079,

p = .076, and p = .015), and H3 (p = .032, p = .066, and p = .091).

D Discussion

D.1 Vignettes

D.1.1 Group Bias

In the last part of the post-experimental survey, we further examine the motivations and

attitudes of the villagers through three vignettes. The first vignette describes a person, Mr.

Fred, who receives money from an NGO to plant 20 trees to protect villages against flooding.

Participants learn that all villages need trees to protect against climate change. We then elicit

attitudes towards Mr. Fred’s tree planting behavior, where participants can choose between

the following options: A) Plant all 20 trees in his own village; B) Plant 10 trees in his own

village and leave the other 10 for the two closest villages; C) Plant 4 trees in his own village

and leave the other 16 for other villages in the northern area of Bougainville; D) Plant 1 tree

in his own village and leave the other 19 for other villages over the whole of Bougainville.

Thus, the response options show different levels of own-village favoritism, with A indicating

the most in-group bias and D the least.

In the survey, we find large variation in what villagers think Mr. Fred should do: Specifi-

cally, 34 percent choose Option A, 28 percent choose Option B, 18 percent choose Option C,

and 20 percent choose Option D.

The vignette describes a case in which a person, Mr. Fred, can decide how to plant

trees with money he receives freely from an NGO, and it does not include any strategic

considerations, e.g. repeated interaction or reciprocity from the other villages. Consequently,

the vignette elicits in-group favoritism that is more closely related to preferences for one’s in-

group than beliefs about the behavior of another individual. Thus, if the group variation in the

experiment, analyzed in Section 5.1, measures in-group bias, and if behavior in the experiment

is driven by preferences for the outcomes of the in-group and out-group, respectively, we would

expect that answers to this vignette correlate with the treatment effect for H1. This is precisely

what we find when we separate the sample into below-median in-group bias (answers C and

D) and above-median in-group bias (answers A and B): We find a statistically significant

effect between InPrivate and OutPrivate among the most biased individuals (contributions:
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55 percent vs. 16 percent; p = .001, logit), while the effect on the least biased individuals is

only marginally significant (contributions: 37 percent vs. 18 percent; p = .057, logit).

Notes: The figure presents the average contribution level for each treatment,

dividing participants into those with above-median in-group bias (answers C and D

in the first vignette) and blow-median in-group bias (answers A and B in the first

vignette).

D.1.2 Free-Riding Is Undesirable

As explained in Section 4, we expected that observation by the village leader would result in

more contributions if cooperation is perceived as socially desirable. In Section 5.3, we asked

about beliefs concerning the views of the village leader and the village in general. This analysis

showed that villagers on average think that others prefer that they cooperate, regardless of

whether they interact with a villager from the same or another village.

Our vignettes corroborate that villagers view contribution as fair. Specifically, one vignette

elicits the villagers’ fairness views towards free-riding on others’ contributions. The vignette

describes two individuals, Steven and Peter, who live in a community that has introduced a

climate community fund. The participants learn that Steve has contributed with time and

money into the community fund, whereas Peter has not contributed anything. Then, a natural

disaster happens. Thanks to the climate community fund, both Steven’s and Peter’s harvests

are saved. The participants are then asked to state on a four-point Likert scale how fair they

think it is that Peter did not contribute to the climate community fund. We find that almost

all participants (95 percent) find it either “Not fair at all” or “Rather not fair” that Peter did

not contribute, with the remaining 5 percent saying that it is “Rather fair”. Thus, there is an
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almost unanimous attitude that not contributing to a climate fund that one benefits from is

unfair.

To put the almost unanimous agreement on the unfairness of free-riding into perspective,

we can compare this to the fairness views on luck egalitarianism. One vignette presents

participants with two women, Thelma and Iris, who invest the same time and effort into two

gardens of the same size. The participants learn that after a month of work, a big storm

destroys nearly all of Iris’s harvest, while Thelma’s harvest survives entirely, resulting in her

earning a lot of money from harvest market sales. When asked whether it is fair that Thelma

earns much more money than Iris, 22 percent report this to be “Very fair” or “Rather fair”,

while 78 percent think this is “Not fair at all” or “Rather not fair”.

D.1.3 Punishment Attitudes

As described above, a vignette in the post-experimental survey explains a situation in which

a person (Peter) does not contribute to a climate fund that he benefits from. While the

above results deal with the fairness of Peter’s behavior, further questions shed light on the

participants’ attitudes towards punishment. The participant learns that the community thinks

about excluding Peter from the benefits of the climate fund if he continues not to contribute.

The participants are then asked whether they find it fair that the community excludes Peter

from the benefits in case a natural disaster happens. We find that although participants on

average think it is unfair not to contribute to a community climate fund that everybody benefits

from, they on average do not find it fair to punish such behavior. Specifically, 73 percent of

the participants say that it is “Not fair at all” or “Rather not fair”, with the remaining 27

percent say that it would be “Very fair” or “Rather fair”.

Similarly, in the vignette describing how a person (Thelma) earned more due to not being

harmed by a natural disaster, further questions ask about how gossip or punishment by a third

person would influence the third person’s reputation. Here, we find that 86 percent (2 percent)

of participants say that gossiping would lead to a worse (better) reputation, and 97 percent

(0 percent) of participants say that punishment would lead to a worse (better) reputation for

the person who gossips or punishes, respectively.

D.2 External Validity of the Lab-in-the-Field Experiment

As explained in Section 3, the experimental instructions applied the context of climate change

to enhance the participants’ understanding of the Prisoner’s Dilemma game. One concern

with using a framed experiment is that the framing may interact with the treatment effects,

reducing the external validity of the study’s conclusions. Yet, as we show in this section,
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there are no significant interaction effects between the treatment effects and the participants’

knowledge about environmental hazards, experiences with environmental hazards, attitudes

towards climate change, perceived safety from climate disasters, or fear for food security due

to environmental hazards. This indicates that the framing of the current experiment did not

influence our reported treatment effects, thereby supporting the generalizability of the study’s

findings.

In the post-experimental survey, we elicited self-reported knowledge, experience and atti-

tudes of the participants with respect to environmental hazards influenced by climate change.

In particular, we asked participants about eight environmental hazards: Floods, tsunamis,

earthquakes, sea levels rise, droughts, erosion, change in weather patterns, and food shortage.

For each environmental hazard, the participant indicated (i) whether they had heard about

the hazard, (ii) whether they had directly experienced the hazard, and (iii) to what extent

they think that the environmental hazard is important for Bougainville.

We examine first possible treatment interactions with self-reported knowledge about en-

vironmental hazards. We use a median split to indicate those who report to know the most

environmental hazards, and we include all controls as in our preferred specification in Section

5. Doing so, we find no significant interaction between climate knowledge and treatments for

H1 (p = .256), H2 (p = .367), nor H3 (p = .222).

Second, we examine possible treatment interactions with whether participants have expe-

rienced the different environmental hazards. Again, we use a median split to indicate those

who report to have experienced the most environmental hazards. Again, we find no significant

interactions with the treatments for H1 (p = .547), H2 (p = .632), nor H3 (p = .841).

Third, we examine possible interactions with attitudes towards environmental hazards.

In particular, we aggregate across all environmental hazards how important participants find

the hazards to be. We then use a median split to indicate the participants who on average

rate environmental hazards to be the most important. Again, we find no interaction with the

treatment effects for H1 (p = .304), H2 (p = .941), nor H3 (p = .916).

Fourth, we examine interactions with whether participants say that they believe they are

safe from disasters (binary Yes/No). We again find no interaction with the treatment effects

for H1 (p = .952), H2 (p = .656), nor H3 (p = .221).

Fifth, we examine interactions with whether participants have feared environmental haz-

ards for food security reasons. We again find no interaction with the treatment effects for H1

(p = .322), H2 (p = .857), nor H3 (p = .741).

In sum, the treatment effects do not interact with beliefs, attitudes, or experiences with

environmental hazards. This suggests that the treatment effects are not influenced by the
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climate framing used in the current experiment.

D.3 Different Expectations Towards Village Leaders

The analyses in Sections 5.2 and 5.3 document that observation by village leaders induced more

villagers to cooperate. In all treatments, this is related to participants believing that the village

leader wants them to contribute, and that they would dislike it if the participant deviates from

this expectation. Yet, the beliefs of the participants also reveal that the expectation about

intergroup cooperation may not hold for the village leaders themselves. Combining responses

from all treatments, approximately 70 percent believe that the village leader would cooperate

when interacting with someone from their own village. Yet, only around 20 percent believe that

the village leader would contribute if the other person is from another village. Both of these

are statistically significantly different from 50 percent (binomial tests, p′s < .001). This leads

to a discrepancy in out-group interactions between what participants believe that the village

leader wants them to do and what participants believe the village leader themselves would do:

In OutPrivate and OutObserve, participants most often believe that the village leader wants

them to contribute while the village leader would not themselves contribute (OutPrivate: 59

percent, McNemar’s test: p < .001; OutObserve: 60 percent, McNemar’s test: p < .001).

In contrast, beliefs about the attitudes and behavior of the village leader mostly coincide for

InPrivate and InObserve (InPrivate: 66 percent, McNemar’s test: p = .108; InObserve: 66

percent, McNemar’s test: p = .275).

A similar discrepancy between the villagers and the expected behavior of the village leaders

is seen by comparing beliefs about in-group bias among male and female village leaders. While

male villagers exhibit in-group bias to a greater extent than female villagers (cf. Section D.4.1),

participants do not believe that the bias differs between male and female village leaders: Most

participants believe that their village leader would act similarly regardless of sex in both

situations (in-group: 82 percent, McNemar’s test: p = .901; out-group: 85 percent, McNemar’s

test: p = .500). Thus, participants believe that both their male and female village leaders

would behave differently towards members of their in-group and out-group (McNemar’s test:

p′s < .001), and the difference in expected in-group bias is not significant (sign test, p = .586).

This indicates that there may exist different expectations concerning the behavior of the

villagers and the behavior of village leaders. Previous research has also shown that there are

different standards for leaders and other group members: Leaders are often given more leeway

to deviate from group norms (Smith, 2020), and group members are more forgiving when

in-group leaders misbehave compared to when other in-group members or out-group leaders

misbehave (Abrams et al., 2013). We view it as an interesting avenue for future research to
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examine whether double standards for group leaders influence intergroup cooperation when

(unlike in our setting) intergroup cooperation depends more on decisions made by leaders than

decisions made by individual group members.

D.4 Subgroup Analysis

In this section, we examine differences in behavior for different subgroups of our data. In

particular, we look at possible demographics that may predict contribution in itself and which

may interact with the treatment effects. Throughout, we use logit regressions with a similar

estimation strategy to the one used in Section 5.

D.4.1 Gender Differences

Previous research has documented gender differences in in-group bias and strategic signaling

behavior. For example, Fershtman and Gneezy (2001) show in a Jewish society that ethnic

discrimination is strong among men but non-existent among women, and Vugt et al. (2007)

find that men respond more strongly than women to intergroup competition. At the same

time, men and women often respond differently to observation: To signal formidability and

toughness, for instance, men are more likely to initiate negotiations (Kugler et al., 2018),

use sabotage to improve performance (Dato and Nieken, 2014), or decrease cooperation when

acting in front of their peers (Charness and Rustichini, 2011). Consequently, it is possible that

men and women behave differently in the current experiment, both in responsiveness to the

group affiliation of the other player and to observation by the village leader.

In this study, there is no overall significant difference between the general willingness to

contribute for men and women (logit, p = .640). Yet, women are much less affected by the

group affiliation of the other player: Whereas the contribution rate among men decreases by

35 percentage points when interacting with someone from another village (logit, p < .001), the

decrease among women is a statistically insignificant 13 percentage points (logit, p = .165).

Consequently, there is less scope for observation to have a bias-reducing effect for women.

That is, while observation substantially reduces out-group bias among men (APE: 40 percent,

logit: p < .001), the effect is somewhat less pronounced for women (APE: 28 percent, logit:

p = .021).

One possible reason for the more pronounced in-group bias among men could be the gender

differences in interactions with members of other villages in this field setting. Such interactions

take place only rarely due to the seclusion of villages and lack of terrestrial infrastructure (see

Section 2). Yet, when they meet, men typically interact with members of other villages in

competitive settings. In most self-sufficient families, for example, men are responsible for
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Figure D1: Contribution Behavior Across Treatments and Sex

Notes: This figure shows the share of participants contributing for each treatment.

Error bars indicate 95 percent confidence intervals.

fishing, and here they compete with fishers from other villages and have no close interactions.

In contrast, women have closer contact in a more cooperative setting when meeting women

from other villages. For instance, villages that are geographically closer share some facilities

such as schools or medical facilities, and women are usually responsible for bringing and picking

up school children. Contact with members of other villages may influence how people view

their out-group (cf. the contact hypothesis, Allport, 1954; Paluck et al., 2019). According to

the contact hypothesis, when the environment for such encounters is cooperative, contact may

reduce in-group bias.2 As the typical environment for contact with members of other villages

is more cooperative for women, this could explain why women exhibit less in-group bias in the

current study.

D.4.2 Age

We first examine the direct correlation of age with villagers’ inclination to contribute. We find

no correlation between age and the probability that participants contribute, neither in the

treatments separately (APE ∈ [−.0033; .0042], all p′s > .287) nor combined (APE = .0005,

p = .773). The results are unchanged when adding controls.

2Specifically, Allport (1954) describe that appropriate conditions for intergroup contact to reduce prejudice

is when (i) the two groups have an equal status (as opposed to differences in prestige or rank), (ii) the groups

work towards common goals, (iii) the groups cooperate rather than compete to reach their goals, and (iv) an

authority, law, or custom encourages interaction between the groups.

66



Second, we examine whether age interacts with the treatment effects. Regardless of the

level of controls, we find no significant interaction with age neither for H1 (all p′s > .151), H2

(all p′s > .357), nor H3 (all p′s > .718).

D.4.3 Income

We examine the correlation between contribution and income using a median split, compar-

ing individuals with above-median weekly income to individuals with below-median weekly

income. Looking first at the direct correlation, we find no correlation between having above-

median weekly income and contributing in the experiment, neither in the treatments separately

(APE ∈ [−.0574; .0377], all p′s > .624) nor combined (APE = .0122, p = .793). The results

are unchanged when adding controls.

Second, we examine whether the level of income interacts with the treatment effects. Re-

gardless of the level of controls, we find no significant interaction with having above-median

weekly income neither for H1 (all p′s > .900), H2 (all p′s > .522), nor H3 (all p′s > .760).

D.4.4 Education

We examine the correlation between contribution and education using a median split, com-

paring individuals with above-median education to individuals with below-median education.

Looking first at the direct correlation with having above-median education, we find a positive

correlation between having above-median education and contributing in the experiment in In-

Private that just reaches statistical significance (APE = .19, p = .044), and this is marginally

statistically significant when adding controls (APE = .18, p = .075). Yet, the correlation is

not present in any of the other treatments, and the effect across all treatments is insignifi-

cant (APE = .0661, p = .173). We thus conclude that, overall, education does not predict

participants’ inclination to contribute in the experiment.

Second, we examine whether the level of education interacts with the treatment effects.

Regardless of the level of controls, we find no significant interaction with having above-median

education neither for H1 (all p′s > .857), H2 (all p′s > .125), nor H3 (all p′s > .519).

D.4.5 Birth Village

Lastly, we examine whether the inclination to contribute in the experiment is associated with

whether the villager was born in another village. Looking first at whether having a different

birth village predicts contributions, we find that whether a respondent lives in the same village

as they were born does not predict whether one cooperates in the experiment, neither in the
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treatments separately (APE ∈ [−.0972; .0175], all p′s > .426) or combined (APE = .0548,

p = .288). The results are unchanged when adding controls.

Second, we examine whether having a different birth village interacts with the treatment

effects. Regardless of the level of controls, we find no significant interaction with having

been born in another village neither for H1 (all p′s > .527), H2 (all p′s > .672), nor H3 (all

p′s > .575).

E Additional Tables and Figures

E.1 Main Hypotheses
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Table E17: H1: In-Group Bias and Contributions

(1) (2) (3)

Out-group -0.29*** -0.28*** -0.24***

(0.06) (0.06) (0.06)

Age 0.00 0.00

(0.00) (0.00)

Female -0.03 -0.03

(0.06) (0.06)

Years of Schooling 0.04*** 0.03**

(0.01) (0.01)

Weekly Income 0.00 0.00

(0.00) (0.00)

Community Engagement -0.13 -0.14

(0.10) (0.10)

Altruism Perception 0.00

(0.01)

Fairness Perception -0.01

(0.01)

Trust, General -0.04

(0.05)

Risk Aversion -0.03**

(0.01)

Observations 234 220 185

Notes: Logit regression with contribution (binary) as the dependent variable.

The sample comprises only participants who were not observed. Coefficients

are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E18: H2: Observation and Contribution Levels

(1) (2) (3)

Observation 0.13* 0.15** 0.22***

(0.07) (0.07) (0.08)

Age 0.01** 0.01*

(0.00) (0.00)

Female -0.10 -0.13

(0.07) (0.08)

Years of Schooling 0.04*** 0.05***

(0.02) (0.02)

Weekly Income -0.00 -0.00**

(0.00) (0.00)

Community Engagement -0.11 -0.13

(0.12) (0.12)

Altruism Perception -0.00

(0.01)

Fairness Perception -0.02

(0.02)

Trust, General 0.03

(0.07)

Risk Aversion -0.04**

(0.02)

Observations 200 187 155

Notes: Logit regression with contribution (binary) as the dependent

variable. The sample comprises only participants who interacted with

a member of their own village. Coefficients are average partial effects,

robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E19: H3: Interaction Effect of In-Group Bias and Observation on Contributions

(1) (2) (3)

Out-group -0.28*** -0.28*** -0.24***

(0.05) (0.05) (0.06)

Observation 0.12* 0.14** 0.21***

(0.07) (0.07) (0.08)

Observation × Out-group 0.40*** 0.38*** 0.34***

(0.07) (0.08) (0.10)

Age 0.00 0.00

(0.00) (0.00)

Female -0.02 -0.02

(0.05) (0.05)

Years of Schooling 0.03*** 0.03**

(0.01) (0.01)

Weekly Income -0.00 -0.00

(0.00) (0.00)

Community Engagement -0.07 -0.07

(0.08) (0.08)

Altruism Perception 0.00

(0.01)

Fairness Perception -0.00

(0.01)

Trust, General -0.03

(0.04)

Risk Aversion -0.02

(0.01)

Observations 402 379 315

Notes: Logit regression with contribution (binary) as the dependent variable.

Coefficients are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E20: Contributions and In-Group Bias, Observation

(1) (2) (3)

Out-group 0.11 0.09 0.10

(0.07) (0.08) (0.08)

Age 0.00 0.00

(0.00) (0.00)

Female -0.01 -0.01

(0.08) (0.09)

Years of Schooling 0.02 0.03

(0.02) (0.02)

Weekly Income -0.00 -0.00

(0.00) (0.00)

Community Engagement -0.04 -0.01

(0.13) (0.13)

Altruism Perception -0.01

(0.02)

Fairness Perception 0.01

(0.02)

Trust, General 0.02

(0.07)

Risk Aversion 0.00

(0.02)

Observations 168 159 130

Notes: Logit regression with contribution (binary) as the depen-

dent variable. The sample comprises only participants who were

observed. Coefficients are average partial effects, robust standard

errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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E.2 Discussion: Beliefs

Table E21: Contributions and Beliefs About Other Player’s Behavior

(1) (2) (3)

Expected Contribution 0.16*** 0.15*** 0.15***

(0.05) (0.05) (0.05)

OutPrivate -0.29*** -0.28*** -0.23***

(0.06) (0.06) (0.06)

InObserve 0.13* 0.15** 0.22***

(0.07) (0.07) (0.08)

OutObserve 0.26*** 0.26*** 0.32***

(0.06) (0.07) (0.07)

Age 0.00 0.00

(0.00) (0.00)

Female -0.02 -0.02

(0.05) (0.05)

Years of Schooling 0.02** 0.03**

(0.01) (0.01)

Weekly Income -0.00 -0.00

(0.00) (0.00)

Community Engagement -0.08 -0.07

(0.08) (0.09)

Altruism Perception 0.00

(0.01)

Fairness Perception -0.00

(0.01)

Trust, General -0.04

(0.04)

Risk Aversion -0.02

(0.01)

Observations 380 373 309

Notes: Logit regression with contribution (binary) as the dependent variable.

Coefficients are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E22: Expected Contributions and In-Group Bias, No Observation (H1)

(1) (2) (3)

Out-group -0.13* -0.12* -0.10

(0.07) (0.07) (0.07)

Age 0.00 -0.00

(0.00) (0.00)

Female -0.03 -0.04

(0.07) (0.07)

Years of Schooling 0.01 0.02

(0.01) (0.02)

Weekly Income -0.00 -0.00

(0.00) (0.00)

Community Engagement 0.19* 0.24**

(0.11) (0.10)

Altruism Perception -0.01

(0.01)

Fairness Perception -0.00

(0.02)

Trust, General 0.02

(0.06)

Risk Aversion 0.01

(0.02)

Observations 219 216 181

Notes: Logit regression with expected contribution of the other

player (binary) as the dependent variable. The sample comprises

only participants who were not observed. Coefficients are average

partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E23: Expected Contributions and Observation (H2)

(1) (2) (3)

Observation -0.09 -0.07 -0.10

(0.08) (0.08) (0.08)

Age 0.00 0.00

(0.00) (0.00)

Female -0.06 -0.08

(0.07) (0.08)

Years of Schooling 0.04** 0.05***

(0.02) (0.02)

Weekly Income 0.00 0.00

(0.00) (0.00)

Community Engagement 0.00 -0.00

(0.14) (0.14)

Altruism Perception -0.01

(0.02)

Fairness Perception -0.01

(0.02)

Trust, General 0.13*

(0.07)

Risk Aversion -0.01

(0.02)

Observations 186 182 150

Notes: Logit regression with expected contribution of the other player

(binary) as the dependent variable. The sample comprises only partic-

ipants who interacted with a member of their own village. Coefficients

are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E24: Expected Contributions and Observation/Group Bias (H3)

(1) (2) (3)

Out-group -0.12* -0.12* -0.11

(0.07) (0.07) (0.07)

Observation -0.09 -0.08 -0.09

(0.07) (0.07) (0.08)

Observation × Out-group 0.02 -0.00 -0.01

(0.10) (0.10) (0.11)

Age 0.00 -0.00

(0.00) (0.00)

Female -0.02 0.00

(0.05) (0.06)

Years of Schooling 0.02 0.02

(0.01) (0.01)

Weekly Income -0.00 -0.00

(0.00) (0.00)

Community Engagement 0.05 0.06

(0.08) (0.09)

Altruism Perception -0.01

(0.01)

Fairness Perception -0.01

(0.01)

Trust, General 0.06

(0.05)

Risk Aversion 0.00

(0.01)

Observations 380 373 309

Notes: Logit regression with expected contribution of the other player

(binary) as the dependent variable. Coefficients are average partial

effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E25: Contributions and In-Group Bias, No Observation, Including Beliefs (H1)

(1) (2) (3)

Out-group -0.30*** -0.28*** -0.24***

(0.06) (0.06) (0.06)

Belief, Other Player Contributes 0.09 0.08 0.08

(0.06) (0.06) (0.06)

Age 0.00 0.00

(0.00) (0.00)

Female -0.02 -0.03

(0.06) (0.06)

Years of Schooling 0.03*** 0.03**

(0.01) (0.01)

Weekly Income 0.00 0.00

(0.00) (0.00)

Community Engagement -0.14 -0.16

(0.10) (0.10)

Altruism Perception 0.00

(0.01)

Fairness Perception -0.01

(0.01)

Trust, General -0.04

(0.06)

Risk Aversion -0.03**

(0.01)

Observations 219 216 181

Notes: Logit regression with contribution (binary) as the dependent variable. The

sample comprises only participants who were not observed. Coefficients are average

partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E26: Observation and Contribution Levels, In-Group, Including Beliefs (H2)

(1) (2) (3)

Observation 0.13* 0.15** 0.22***

(0.07) (0.07) (0.08)

Belief, Other Player Contributes 0.20*** 0.17** 0.15**

(0.07) (0.07) (0.07)

Age 0.01* 0.00

(0.00) (0.00)

Female -0.09 -0.12

(0.07) (0.08)

Years of Schooling 0.04** 0.04**

(0.02) (0.02)

Weekly Income -0.00 -0.00**

(0.00) (0.00)

Community Engagement -0.10 -0.12

(0.12) (0.12)

Altruism Perception 0.00

(0.01)

Fairness Perception -0.01

(0.01)

Trust, General 0.00

(0.07)

Risk Aversion -0.04**

(0.02)

Observations 186 182 150

Notes: Logit regression with contribution (binary) as the dependent variable. The

sample comprises only participants who interacted with a member of their own vil-

lage. Coefficients are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E27: Contributions and Observation/Group Bias, Including Beliefs (H3)

(1) (2) (3)

Out-group -0.28*** -0.27*** -0.23***

(0.05) (0.05) (0.06)

Observation 0.12* 0.14* 0.20***

(0.07) (0.07) (0.08)

Observation × Out-group 0.41*** 0.38*** 0.35***

(0.07) (0.08) (0.10)

Belief, Other Player Contributes 0.16*** 0.14*** 0.14***

(0.04) (0.04) (0.05)

Age 0.00 0.00

(0.00) (0.00)

Female -0.02 -0.02

(0.05) (0.05)

Years of Schooling 0.02** 0.03**

(0.01) (0.01)

Weekly Income -0.00 -0.00

(0.00) (0.00)

Community Engagement -0.08 -0.07

(0.08) (0.09)

Altruism Perception 0.00

(0.01)

Fairness Perception -0.00

(0.01)

Trust, General -0.04

(0.04)

Risk Aversion -0.02

(0.01)

Observations 380 373 309

Notes: Logit regression with contribution (binary) as the dependent variable. Coeffi-

cients are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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E.3 Discussion: Climate

Table E28: Contributions and Climate Attitudes

(1) (2) (3)

Climate Attitudes 0.19* 0.18* 0.23**

(0.10) (0.10) (0.12)

OutPrivate -0.30*** -0.29*** -0.24***

(0.06) (0.06) (0.06)

InObserve 0.13* 0.16** 0.23***

(0.07) (0.07) (0.08)

OutObserve 0.23*** 0.23*** 0.28***

(0.07) (0.07) (0.08)

Age 0.00 0.00

(0.00) (0.00)

Female -0.02 -0.03

(0.05) (0.05)

Years of Schooling 0.03** 0.03**

(0.01) (0.01)

Weekly Income -0.00 -0.00

(0.00) (0.00)

Community Engagement -0.06 -0.06

(0.08) (0.08)

Altruism Perception 0.00

(0.01)

Fairness Perception 0.00

(0.01)

Trust, General -0.04

(0.04)

Risk Aversion -0.02

(0.01)

Observations 385 378 315

Notes: Logit regression with contribution (binary) as the dependent variable.

Climate Attitudes is the average relevance score given by the participant to

each of eight different natural hazards (standardized between 0 and 1). Coef-

ficients are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E29: Contributions and Binary Climate Attitudes

(1) (2) (3)

High Climate Attitudes 0.11** 0.11** 0.13***

(0.05) (0.05) (0.05)

OutPrivate -0.30*** -0.24***

(0.06) (0.06)

InObserve 0.14* 0.23***

(0.07) (0.08)

OutObserve 0.24*** 0.30***

(0.07) (0.07)

Age 0.00 0.00

(0.00) (0.00)

Female 0.00 -0.03

(0.05) (0.05)

Years of Schooling 0.03*** 0.03**

(0.01) (0.01)

Weekly Income 0.00 -0.00

(0.00) (0.00)

Community Engagement -0.04 -0.05

(0.08) (0.08)

Altruism Perception 0.00

(0.01)

Fairness Perception 0.00

(0.01)

Trust, General -0.04

(0.04)

Risk Aversion -0.01

(0.01)

Observations 385 378 315

Notes: Logit regression with contribution (binary) as the dependent vari-

able. Whereas Climate Attitudes is the average relevance score given by the

participant to each of eight different natural hazards (standardized between

0 and 1), High Climate Attitudes is a binary variable that takes on a value

of 1 if the participant belongs to the 50 percent with the greatest average

relevance score. Coefficients are average partial effects, robust standard er-

rors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E30: Contributions and Perceived Safety

(1) (2) (3)

Perceived Safety -0.06 -0.05 -0.12*

(0.06) (0.06) (0.07)

OutPrivate -0.30*** -0.30*** -0.25***

(0.06) (0.06) (0.06)

InObserve 0.13* 0.14* 0.21***

(0.07) (0.07) (0.08)

OutObserve 0.22*** 0.22*** 0.27***

(0.07) (0.07) (0.08)

Age 0.00 0.00

(0.00) (0.00)

Female -0.01 -0.01

(0.05) (0.05)

Years of Schooling 0.03** 0.03**

(0.01) (0.01)

Weekly Income -0.00 -0.00

(0.00) (0.00)

Community Engagement -0.07 -0.06

(0.08) (0.08)

Altruism Perception 0.00

(0.01)

Fairness Perception -0.01

(0.01)

Trust, General -0.03

(0.04)

Risk Aversion -0.02

(0.01)

Observations 382 375 313

Notes: Logit regression with contribution (binary) as the dependent variable.

Coefficients are average partial effects, robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table E31: Attitudes by Treatment

InPrivate OutPrivate InObserve OutObserve Total

Risk Aversion 7.94 7.81 7.69 7.49 7.75

(2.03) (2.18) (2.39) (2.29) (2.20)

General Trust 2.50 2.40 2.62 2.59 2.52

(0.54) (0.60) (0.58) (0.59) (0.58)

Perceived Altruism 7.17 7.20 6.82 7.14 7.11

(2.47) (2.36) (2.42) (2.33) (2.39)

Perceived Fairness 6.66 6.22 6.79 6.18 6.45

(2.41) (2.58) (2.34) (2.66) (2.51)

Notes: The table shows mean values for each treatment and in the total sample, and it reports standard

errors in parentheses. Risk Aversion, Perceived Alturism, and Perceived Fairness are all measured on scales

from 1-10, General Trust is measured on a scale from 1-4.
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Experimental Instructions 

1. Introduction 

Welcome. My name is ____. This game consists of a problem-solving game played in groups 

of two, in which you and the other player can earn additional money. At the start of the game, 

you will be given 15 Kina with which you will play the game. There is a possibility that you 

will lose this money during the game, but we will explain how you can prevent this from 

happening. 

2. Situation 

For this game, we kindly ask you to imagine the following situation: You live on an island that 

is heavily affected by climate change and that is harmed more and more often by extreme 

weather events. For example, think back at the Cyclone Ita (in April 2014) which was a storm 

that caused widespread damage in Bougainville. The storm brought heavy rain, coastal 

flooding, and strong winds that caused significant damage to infrastructure, homes, and crops. 

Or think about the sea level that continues steadily and that already forced some entire villages 

to relocate to further inland. Lastly, think about the flooding (in December 2018) in many parts 

of Bougainville, damaging homes, infrastructure, and crops. The flooding also disrupted 

transportation and caused landslides, which further compounded the damage. 

It is known and has been widely shown that because of climate change, these extreme weather 

events happen more frequently and more severely. In order to adapt to these threats that become 

stronger but also more unpredictable over the years, communities can take action. You can 

coordinate in order to protect yourself better for those situations in the future. This way you can 

decrease the caused harm as much as possible. Precisely, by coordination, we mean village 

members can engage in community funds that manage reserve or prevention mechanisms for 

the sake of upcoming disasters. On a bigger scale, district climate funds could engage in 

preservation and re-forestation of mangroves in the North-West of Bougainville that would 

benefit the whole region. Mangroves not only capture carbon emissions and thereby 

contributing to the slowing down of sea level rise, they also provide a strong under water root 

system that detains water flooding into the land in times of coastal flooding and tsunamis.  

The fund could also be used for sea wall building in those locations where the sea level rise is 

affecting villages most. Similarly, as for other district or community fund situations that you 

and others normally engage in, the success of this depends on the cooperation of all. If all 

engage in the district climate fund, the benefit is bigger and you all benefit from this in the 

moment this is needed. However, if only some engage in it, the benefit becomes smaller for all 

whereas the costs are only born by the few people engaging in it. 

3. Explanation of the Game 

For the game that you are about to play you have now been randomly assigned to a group of 2 

players (you and someone else). You don’t know who the other person is, only that it is a person 

from the same village as you/from a village in the North-West of Bougainville. 

We give you a starting money of 15Kina with which you play the game. With this money, you 

can protect yourself and further people in your village and Bougainville in general against the 

threat of a natural disaster.  
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Please note: This is only an example! The protection holds for the disaster of the game where 

we hypothetically induce a disaster for which you can protect. This is not an insurance for the 

real case when a disaster comes in the future. 

In the game, you and your respective game partner have two options: 

1) Investing in a district climate fund for protection reasons in case of a disaster happening 

– Cost: 7Kina, or 

2) Not investing in a district climate fund. So, there is no protection in case of a disaster 

happening – No costs 

The card draw decides whether the natural disaster happens and reduces your money or not. So, 

there is a 50% probability that the disaster occurs and a 50% probability that is does not occur. 

If the natural disaster does occur, you lose money. How much you lose depends on the decision 

taken by you and the other player regarding the climate protection investment. You can be: 

• Fully covered: If you have both invested in the district climate fund  

• Partially covered: If only one of you has invested in the district climate fund 

• Not covered: If none of you has invested in the district climate fund 

 

If the natural disaster does not occur, you do not lose anything. If you have invested into the 

district climate fund, you will lose this investment. 

 

When you take your decision, you cannot communicate with the other player. You will 

therefore not know what your game partner decides at the moment when you have to take a 

decision. 

4. Examples 

For example, if the disaster does not happen, there are two possible outcomes for you: 

(1) You have not invested into the district climate fund. You keep all your 15Kina 

(2) You have invested into the district climate fund which has a cost of 7 Kina. So, you keep 8 

Kina 

However, if the disaster does happen, there are different potential outcomes for you depending 

on what you and the other player did: 

(1) Fully protected: You have both invested into the district climate fund. You have invested 

7 Kina for the district climate fund but the rest of your money is protected, so you keep 8 

Kina 

(2) Partially protected through you: Only you have invested into the district climate fund but 

your group member did not. You have invested 7 Kina for the district climate fund and you 

are both partially protected, meaning the disaster destroys 8 Kina of your money. So, you 

lose all your money: 15-7-8=0 Kina 

(3) Partially protected through game partner: Only your group member has invested into 

the district climate fund but you did not. You are both partially protected, meaning the 

disaster destroys 10 Kina of your money. So, you keep 15-8=7 Kina 

(4) Not protected: You have both not invested into the district climate fund. You are not 

protected at all and lose 15 Kina, so you keep 15-15=0 Kina 
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5. Situation and Decision 

Imagine that the forecasts predict that there is a 50% chance that a natural disaster will occur 

on the island. If the tsunami occurs, coastal flooding will enter your and other coastal villages. 

You know that mangrove trees at the coast lines reduce the wave energies of tsunamis and 

coastal flooding which can save the crops.  

You in your community and the other communities of the island can take action by engaging in 

some kind of protection. You now have to decide whether or not you want to invest into the 

district climate fund devoted to this activity. For this activity, you get two envelops: One is for 

the money that you keep for yourself and one is for the district climate fund in case you decide 

to pay for it. 

If you want to invest into the district climate fund, you put 7Kina into the ‘district climate fund’ 

envelop and the rest (8Kina) into the envelop for the money that belongs to you. If you don’t 

want to invest into the district climate fund, you put nothing into the ‘district climate fund’ 

envelop and all 15Kina into the envelop for the money that belongs to you. 

Remember that if you don’t invest into the district climate fund and your game partner also 

doesn’t invest into the district climate fund, you both have no protection at all. That means if 

the disaster comes next year, the money of you and your game partner will be destroyed, so you 

are left with 0Kina. If the disaster does not occur, you can both keep all the money, so 15Kina. 

Remember that if only one of you two invests into the district climate fund, you or your game 

partner, you only have partial protection against the disaster. That means if the disaster occurs, 

the money of you and your game partner will be reduced by 10Kina. So, it will be 5Kina for 

the person who has not invested into the district climate fund and 0Kina for the person who has 

invested.  

If the disaster does not occur, no money will be lost. The person who has not invested into the 

district climate fund keeps all the money, so 15Kina, and the person who has invested into the 

district climate fund with 5Kina keeps 10Kina. 

Remember that if both of you invest into the district climate fund, you and your game partner, 

you have full protection against the disaster. That means no matter if the disaster comes or not 

next year, the money of you and your game partner will be saved and you keep all the money, 

so 15Kina minus the payment of the investment (5Kina), so 10Kina. 

I would now like to ask you some questions to check whether you have understood the rules of 

the game. Then, I ask you some final questions, next you take your decision while I leave the 

room before we will finally draw the card that determines whether the disaster will occur or 

not. Your game partner from your village/a village from another constituency in the North-

West of Bougainville has to make the same decision as you. You do not know who this is and 

you do not know what he/she decides. 
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6. Control Questions 

 

1) How many people are you playing the game with? (Correct answer: 1) 

O 1 other person from my village/from a village in the North-West of Bougainville. 

O Alone   

O 2 other people from my village/ from a village in the North-West of Bougainville. 

O 3 other people from my village/ from a village in the North-West of Bougainville. 

 

2) How much money do you have at the beginning of the game? (Correct answer: 15) 

O 10 Kina  O 5 Kina  O 15 Kina  O 20 Kina 

 

3) How much money does it cost you to invest into the district climate fund? (Correct 

answer: 7) 

O 10 Kina  O 7 Kina  O 15 Kina  O 20 Kina 

 

4) What is the likelihood of the disaster happening? (Correct answer: Half of the times) 

O Never O Very few times O Half of the times O Always 

 

5) How much money do you have if you have invested into the district climate fund and the 

disaster did not occur? (Correct answer: 8) 

O 8 Kina  O 5 Kina  O 15 Kina  O 20 Kina 

 

6) How much money do you have if you have not invested into the district climate fund and 

the disaster did not occur? (Correct answer: 15) 

O 10 Kina  O 5 Kina  O 15 Kina  O 20 Kina 

 

7) How much money do you have if you and your group member have not invested into the 

district climate fund and the disaster did occur? (Correct answer: 0) 

O 10 Kina  O 5 Kina  O 15 Kina  O 0 Kina 

 

8) How much money do you have if you have not invested into the district climate fund but 

your group member did and the disaster did occur? (Correct answer: 7) 

O 10 Kina  O 7 Kina  O 15 Kina  O 2 Kina 

 

9) Decision  

I everything alright? Do you have any further questions? 

If not, I will leave the table while you take your decision. Afterwards I will come back and I 

will draw a card that determines whether or not the climate disaster will come next year. 

Are you done? If yes, I will now return into the room. 
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10)  Belief elicitation  

I would now like to ask you some questions before conducting the disaster card draw. 

1. Do you think the card will draw that the disaster occurs? 

O Yes  O No 

 

2. Think about the game that you played with someone else. Do you think she/he has 

contributed to the district climate fund? 

O Yes  O No 

 

3. Do you think the other person expects you to contribute? 

O Yes  O No 

 

4. Suppose the big man was playing this game with someone from his village. Do you 

think he would contribute to the district climate fund? 

O Yes   O No 

 

5. Suppose the big man was playing this game with someone from a village from another 

constituency. Do you think he would contribute to the district climate fund? 

O Yes   O No 

 

6. Suppose the big woman was playing this game with someone from her village. Do you 

think she would contribute to the district climate fund? 

O Yes   O No 

 

7. Suppose the big woman was playing this game with someone from a village from 

another constituency. Do you think she would contribute to the district climate fund? 

O Yes  O No 

 

8. Suppose this envelop is from another man in your village who plays the game with 

you. Do you think he contributes to the district climate fund? 

O Yes  O No 

 

9. Suppose this envelop is from another man from a village of another constituency who 

plays the game with you. Do you think he contributes to the district climate fund? 

O Yes  O No 

 

10. Suppose this envelop is from another woman in your village who plays the game with 

you. Do you think he contributes to the district climate fund? 

O Yes  O No 

 

11. Suppose this envelop is from another woman from a village of another constituency 

who plays the game with you. Do you think she contributes to the district climate 

fund? 

O Yes  O No 

 

12. Suppose this envelop is from another man from a village of another constituency who 

plays the game with someone from his village. Do you think he contributes to the 

district climate fund? 

O Yes  O No 
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13. Suppose this envelop is from another man from a village of another constituency who 

plays the game with someone from your village. Do you think he contributes to the 

district climate fund? 

O Yes  O No 

 

14. Suppose this envelop is from another woman from a village of another constituency 

who plays the game with someone from her village. Do you think she contributes to 

the district climate fund? 

O Yes  O No 

 

15. Suppose this envelop is from another woman from a village of another constituency 

who plays the game with someone from your village. Do you think she contributes to 

the district climate fund? 

O Yes  O No 

 

16. What do you think most of the people in your village do? 

O Contribute to the district climate fund 

O Don’t contribute to the district climate fund 

 

17. What do you think most of the people from villages in other constituencies do? 

O Contribute to the district climate fund 

O Don’t contribute to the district climate fund 

 

18. What do you think does the other player in your game?  

O Contribute to the district climate fund 

O Don’t contribute to the district climate fund 

 

19. What do you think your village wants you to do? 

O Contribute to the district climate fund 

O Don’t contribute to the district climate fund 

 

20. What do you think the big man/big woman wants you to do?  

O Contribute to the district climate fund 

O Don’t contribute to the district climate fund 

 

21. Are you afraid of doing something against the will of the big man/big woman? 

O Yes 

O No 

 

22. Do you believe a district climate fund would be beneficial for your village? 

O Yes 

O No 

 

23. Do you believe a community climate fund would be beneficial for your village? 

O Yes 

O No 
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11) Disaster Decision Outcome and End of the Experimental Session 

Thank you for your answers. You can now draw a card that determines whether the disaster 

will come or not. 

Card draw that determines the disaster happening or not. 

The card draw has decided that the climate disaster will (not) occur. Your final payout also 

depends on the decision of the other player. So, you will receive your money at the end of the 

whole experiment, so once all players in all villages have taken their decision. So, today you 

take your participation fix fee of 2Kina once you have finished the questionnaire and in two 

weeks we will make the final payout of the game. 

You can now leave this first part of the game and go to the final questionnaire. 
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Questionnaire 

 

1. Demographic Questions 

 

1. Please indicate you participant ID: ______ 

 

2. Please confirm your gender? 

O Man       O Female 

 

3. How old are you?: ______ years 

 

4. How many completed years of education do you have?: _____ years 

 

5. Normally how much money do you earn within each week?: _______ kina 

 

6. How often do you go to church? 

O Every day        O Several times a week       O Once a week        O Once a month 

O Once a year     O Never 

 

7. What is your main activity in terms of work? 

O Self-sustained     O Own plantation     O Selling food on the market      O Employed 

O Student               O Teacher                 O Other: ________ 

 

8. Do you live here since you were born or after that? 

O Yes, I have lived here since I was born      O No, I came here after I was born. 

 

8b. If no, for how many years have you been living here?: ______ years 

 

9. How much money have you spent to recharge your phone credit over the last month? 

O K0     O K5     O K10      O K30      O K100      O More than K100 

 

10. How often have you accessed the internet, Facebook, whatsapp, over the last month? 

O Every day   O Several times a week    O Once a week    O Once a month     O Never 
 

11. What is your mother tongue? 

O Location language     O Tok Pidgin     O Other: ____ 
 

12. What language group are you in?: (Halia, Saposa, Selau): __________ 

 

13. Do you engage (with money, time or advice) in community activities/ community 

funds? 

O Yes     O No 

 

13c. If yes, how often? 

O Every day     O Several times a week     O Once a week      O Once a month 

O Once every six months      O Once a year 
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2. Social preference questions and reputational concerns 

 

1. Do you think people are mostly looking out for themselves as opposed to trying to help 

each other? 

 

 

 

 

_________________________________________________________________________ 

1      2         3            4              5              6            7   8        9           10 

 

2. Do you think people would try to take advantage of them if they got a chance as opposed to 

trying to be fair? 

 

 

       

_________________________________________________________________________ 

1      2         3            4              5              6            7   8        9           10 

         

 

3. Do you think most people can be trusted or that one needs to be very careful when dealing 

with people? 

O Yes 

O No 

 

4. How much do you trust people in general? 

O I trust fully 

O I rather trust 

O I rather distrust 

O I don’t trust at all 

 

5. How much do you trust people you just met? 

O I trust fully 

O I rather trust 

O I rather distrust 

O I don’t trust at all 

 

6. Do you generally see yourself as fully prepared to take risks as opposed to generally trying 

to avoid taking risks? 

 

 

 

_________________________________________________________________________ 

1      2         3            4              5              6            7   8        9           10 

 

People mostly looking 

out for themselves 

  

  

  

 

People trying to help 

each other 

  

  

  

 

People take advantage 

of other people 

  

  

  

 

People Try to be fair 

  

  

   

 

I am fully prepared to 

take risks  

  

   

 

I rather try to avoid 

taking risks 
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7. Please think of the game you just took part in. Suppose a person like the Big Man was 

observing you while you were making your decision. How do you think you would get a 

better name for yourself? 

O Not contributing to the district climate fund gives me a good name 

O Contributing to the district climate fund gives me a good name 

O My decision will never change my name. 

 

8.Which action would be better for you? 

O I contribute to the district climate fund. 

O I keep all the money. 

 

9. Which action would be better for the community? 

O I contribute to the district climate fund. 

O I keep all the money. 

 

 

 

3. Climate Change Questions 

 

1. Many people nowadays talk about climate change. When you hear the word climate 

change, what do you think of? ______________ 

 

2. Do you believe in climate change? For example, do you believe in that the 

temperatures are rising, that more severe natural disasters happen with more 

frequency? 

O Yes 

O No 

 

3. Do you think there should be climate change community funds that protect the whole 

village when climate disasters appear? 

 O Yes 

 O No 

 

4. Have you ever heard of any of the following natural hazards or environmental 

changes?  

1. Flooding/Intense rainfall: 

O Yes 

O No 

2. Tsunamis: 

O Yes 

O No 

3. Earthquakes: 

O Yes 

O No 

4. Sea level rise: 

O Yes 

O No 

5. Intense drought: 

O Yes 

O No 95



6. Mountain erosion (unrelated to heavy rainfall): 

O Yes 

O No 

7. Change in weather patterns: 

O Yes 

O No 

8. Food scarcity/Failed harvest (due to flood, drought, etc.): 

O Yes 

O No 

9. Other: ________ 

 

5. How important are the following issues for Bougainville, in your opinion? (Please 

indicate one of the options for each: Important, Somewhat important, Unimportant, I 

Don’t know) 

1. Flooding/Intense Rainfall: _______ 

2. Tsunamis: _______ 

3. Earthquakes: _______ 

4. Sea level rise: _________ 

5. Intense drought: _______ 

6. Mountain erosion (unrelated to heavy rainfall) : _______ 

7. Change in weather patterns: _______ 

8. Food scarcity/Failed harvest (due to flood, drought, etc.): _______ 

9. Other: ________ 

 

6. Has any of the following natural hazards or environmental changes ever harmed you or 

your family? 

1. Flooding/Intense rainfall: 

O Yes 

O No 

2. Tsunamis: 

O Yes 

O No 

3. Earthquakes: 

O Yes 

O No 

4. Sea level rise: 

O Yes 

O No 

5. Intense drought: 

O Yes 

O No 

6. Mountain erosion (unrelated to heavy rainfall): 

O Yes 

O No 

7. Food scarcity/Failed harvest (due to flood, drought, etc.): 

O Yes 

O No 

8. Other: ________ 
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7. Which of the natural hazards is the most dangerous for your village? (Please name one 

only) 

O Tsunami 

O Earthquakes 

O Intense drought 

O Intense rainfall 

O Mountain erosion (unrelated to heavy rainfall) 

O Change in weather patterns 

O Food scarcity/Failed harvest (due to flood, drought, etc.) 

 

8. Which of the natural hazards is the second most dangerous for your village? (Please 

name one only) 

O Tsunami 

O Earthquakes 

O Intense drought 

O Intense rainfall 

O Mountain erosion (unrelated to heavy rainfall) 

O Change in weather patterns 

O Food scarcity/Failed harvest (due to flood, drought, etc.) 

 

9. Do you feel safe to live in your village with regard to environmental hazards, named 

above? 

O Yes 

O No 

9b. If no, why? ________________ 

 

10. Do you act in any way to protect yourself or your belongings from any of the 

environmental hazards named above? 

O Yes 

O No 

 

10b. If yes, how? Through: 

O Flood prevention measures (individual level) 

O Flood prevention measures (individual level) 

O Drought prevention measures (individual level) 

O Drought prevention measures 

(community level) 

O Earthquake/Tsunami detection/ prevention measures (community level) 

O Preserving the environment 

O Engaging in local politics matters 

O Other ______________ 

 

10c. If no, why not? 

O No time 

O No money 

O No interest 

O Not important enough 

O Other:______ 
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11. Have you ever feared any natural hazards or environmental changes for food security 

reasons? (E.g. droughts or floods) 

O Yes 

O No 

11b. If yes, which natural hazard causing what?: ________ 

_____________________ 

12. Suppose the government could invest a fixed amount of money in one of the following 

areas, in order to improve the danger of the natural hazards. Which one would you 

choose for your community? (Please indicate only one option) 

1. Re-forestation to attenuate the floods 

2. Water tanks for reservation for drought periods 

3. Walls for times of beach flooding and generally sea level rise 

4. Other: __________ 

 

13. Do you trust the following politicians to implement the correct measures to develop the 

island and/ or community? (Please rate each by: Mostly yes, Mostly no, Don’t know) 

1. National Politicians: ________ 

2. Regional Politicians (ABG Goverment/ HOR): _________ 

3. COC/ COE/ Ward Members: __________ 

4. Local Politicians (Big Men/ Big Women): _________ 

_________ 

 

 

 

 

 

 

4. Vignettes 

 

1. Story: Fred plants trees 

In a distant community that is very much like this community, Mr Fred receives money 

from a non-governmental organization to plant 20 trees. The trees that are planted in the 

mountains close to the village help to protect villages against flooding. 

 

Mr Fred has four options: 

A) Plant all 20 trees in his own village 

B) Plant 10 trees in his own village and leave the other 10 for the two closest 

villages 

C) Plant 4 trees in his own village and leave the other 16 for other villages in the 

northern area of Bougainville. 

D) Plant 1 trees in his own village and leave the other 19 for other villages over 

the whole of Bougainville. 

 

All other places would also need trees against climate change. 

             

What do you think Mr Fred should do?: A, B, C, D? 
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2. Story: Thelma and Iris 

In a distant community that is very much like this community, there are two women, 

Thelma and Iris. Thelma and Iris start working on two gardens of the same size and they 

work about the same time and put in the same effort. After a month of work, a big storm 

comes and destroys nearly all the harvest of Iris. Thelma’s harvest survives entirely and 

she sells it on the market and she earns a lot of money. Iris has very little to sell.  

 

A) Do you think it is right that Thelma earns much more money than Iris at the end of 

the month? 

O Very fair  

O Rather fair  

O Rather not fair  

O Not fair at all 

 

B) Thelma decides not to share any harvest or money with Iris. Another person, 

Richard, gossips about what Thelma did. Do you think that Richard will get a 

good name, a bad name, or nothing at all? 

O good reputation 

O bad reputation 

O no reputation change 

 

C) Another person, Adrian punishes Thelma. Do you think that Adrian will get a 

good name, a bad name, or nothing at all? 

O good reputation 

O bad reputation 

O no reputation change 

 

 

3. Story: Steven and Peter 

In a distant community that is very much like this community that has introduced a 

climate community fund, there are two men, Steven and Peter. Steve has contributed with 

time and money into the community fund, Peter has not contributed anything. A natural 

disaster happens and thanks to the climate community fund the harvests of both, Steven 

and Peter, are saved.  

 

A) Do you think it is right that Peter has not contributed to the climate community 

fund? 

O Very fair 

O Rather fair 

O Rather not fair 

O Not fair at all 

B) The community thinks about excluding Peter from the benefits of the climate 

change community fund if Peter continues to deny a contribution. Do you think it 

is right of the community to exclude Peter from the benefits in case a natural 

disaster happens? 

O Very fair 

O Rather fair 

O Rather not fair 

O Not fair at all 
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